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1  |  INTRODUCTION

In the most everyday encounter with another person, we 
automatically extract a variety of information from their 

face (Haxby et al., 2000). To effectively behave in a social 
situation, it is equally important to recognize the oth-
er's emotions and intentions and to consider the current 
context and previous experience with this person. It has 
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Abstract
Social and emotional cues from faces and voices are highly relevant and have 
been reliably demonstrated to attract attention involuntarily. However, there 
are mixed findings as to which degree associating emotional valence to faces oc-
curs automatically. In the present study, we tested whether inherently neutral 
faces gain additional relevance by being conditioned with either positive, neg-
ative, or neutral vocal affect bursts. During learning, participants performed a 
gender- matching task on face- voice pairs without explicit emotion judgments of 
the voices. In the test session on a subsequent day, only the previously associ-
ated faces were presented and had to be categorized regarding gender. We ana-
lyzed event- related potentials (ERPs), pupil diameter, and response times (RTs) 
of N = 32 subjects. Emotion effects were found in auditory ERPs and RTs during 
the learning session, suggesting that task- irrelevant emotion was automatically 
processed. However, ERPs time- locked to the conditioned faces were mainly 
modulated by the task- relevant information, that is, the gender congruence of 
the face and voice, but not by emotion. Importantly, these ERP and RT effects of 
learned congruence were not limited to learning but extended to the test session, 
that is, after removing the auditory stimuli. These findings indicate successful 
associative learning in our paradigm, but it did not extend to the task- irrelevant 
dimension of emotional relevance. Therefore, cross- modal associations of emo-
tional relevance may not be completely automatic, even though the emotion was 
processed in the voice.
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been demonstrated that the affective context of the same 
and other modalities modulates face perception (Aviezer 
et al., 2011; Hassin et al., 2013; McCrackin & Itier, 2018; 
for a review, see Wieser & Brosch, 2012). However, there 
are open questions about the boundary conditions, under 
which context is integrated with and associated with faces, 
for example, how automatically humans gain knowledge 
about others and how this generalizes to other situations. 
To fill this research gap, we investigated whether the per-
ception of novel and neutral faces changes when associ-
ated with task- irrelevant emotional context and whether 
these associations transfer to a different test setting. To 
this aim, we implemented a cross- modal associative 
learning paradigm and recorded emotion- sensitive event- 
related brain potentials (ERPs), pupil size changes, and 
behavioral measures.

Research on Pavlovian aversive conditioning has re-
peatedly shown that faces as conditioned stimuli (CS+) 
can acquire negative valence when being paired with 
biologically aversive unconditioned stimuli (US), such 
as aversive odors (Steinberg et al., 2012), electric shocks 
(Rehbein et al.,  2014), or loud noise bursts (Watters 
et al., 2018) as US (for a review: Miskovic & Keil, 2012). 
Neutral faces have also been shown to acquire positive va-
lence, for example, when associated with monetary reward 
(Hammerschmidt et al.,  2017; Hammerschmidt, Kagan, 
et al., 2018; Hammerschmidt, Kulke, et al., 2018). The CS+ 
faces can then evoke physiological reactions (CR), such 
as changes in skin conductance, heart rate, pupil size, 
and enhanced neural processing, for example, in evoked 
steady- state potentials (ssVEP, e.g., Wieser, Miskovic, 
et al.,  2014), neural oscillations (e.g., Chen et al.,  2021), 
and ERPs: To better understand the mechanisms under-
lying associative learning, several studies compared ERP 
modulations of conditioned faces with typical effects of 
inherent emotional facial expressions, ranging from early 
sensory processing to higher cognitive evaluations.

The P1 reflects early attention and typically peaks 
around 100 ms after stimulus onset with a bilateral oc-
cipital positivity generated by the extrastriate cortex 
(Hillyard & Anllo- Vento, 1998; Russo, 2003). It was found 
to be enhanced for emotional compared to neutral fa-
cial expressions (Bublatzky et al., 2014; Foti et al., 2010; 
Hammerschmidt et al.,  2017; Rellecke et al.,  2011), al-
though other studies reported a lack of modulation of the 
P1 by emotional expressions (for a review, see Schindler & 
Bublatzky, 2020). The P1 is followed by the face- sensitive 
N170 component, a negative deflection over occipito- 
temporal regions, which peaks around 170 ms and is typ-
ically enhanced for faces relative to other objects (Bentin 
et al.,  1996; Rossion et al.,  2000). Similar to P1 modula-
tions, emotion effects on the N170 have been reported 
inconsistently, potentially due to the use of different 

stimuli across studies, and thus variations in low- level 
visual factors such as contrast (Bobak et al.,  1987), size 
(Kornmeier et al., 2011; Yiannikas & Walsh, 1983), or lu-
minance (Bieniek et al., 2013). The early posterior negativ-
ity (EPN), a relative negativity most pronounced around 
200– 300 ms over occipito- temporal regions, was reported 
robustly in several ERP studies for emotional versus neu-
tral stimuli across several stimulus domains (e.g., Bayer 
& Schacht, 2014; Schacht & Sommer, 2009), and has been 
assumed to reflect the facilitation of sensory encoding 
and selective attention mechanisms (Schupp et al., 2006). 
Later ERP modulations like the LPP/LPC seem to be 
more strongly affected by specific task requirements (e.g., 
Rellecke et al., 2012a) but have reliably been demonstrated 
to be augmented by particularly facial expressions of 
aversive emotions (Schindler & Bublatzky, 2020; Schupp 
et al.,  2004). Compared to studying facial expressions, 
where disentangling relevant and confounding low- level 
features can be challenging, studying faces associated 
with emotional information reduces the amount of con-
founding visual stimulus features by randomly assigning 
the CS– US pairing, thereby contrasting effects that are not 
intrinsic to the facial stimulus.

1.1 | ERP findings on faces with 
associated relevance

There is a long tradition of conditioning research, using 
faces as CS+ and different types of (mostly aversive) US 
stimuli, which showed that face perception changed 
at different processing stages (for a review: Miskovic & 
Keil,  2012). Aside from the described ERP components, 
a few studies reported effects on early processing stages, 
observable already before 100 ms after the CS+ onset 
(Morel et al.,  2012; Mueller & Pizzagalli,  2015; Sperl 
et al., 2021; Steinberg et al., 2012; Steinberg, Bröckelmann, 
Dobel, et al.,  2013; Steinberg, Bröckelmann, Rehbein, 
et al.,  2013), and, remarkably, for different types of un-
conditioned stimuli (US), like odors, auditory startle, 
and electric shocks (Steinberg, Bröckelmann, Rehbein, 
et al.,  2013). Typical ERP modulations for classical or 
evaluative conditioning and instrumental learning para-
digms were reported at latencies from 100 ms on, during 
short-  (P1, N170), mid-  (EPN), and long-  (LPC) laten-
cies. Enhanced amplitudes for faces with associated rel-
evance have been reported for the P1 (monetary reward: 
Hammerschmidt et al., 2017; facial expressions of emotion: 
Aguado et al.,  2012), N170 (fear- conditioning: Camfield 
et al., 2016; Schellhaas et al., 2020; Sperl et al., 2021; aver-
sive screams: Bruchmann et al., 2021; person knowledge: 
Luo et al., 2016; Schindler et al., 2021; facial expressions 
of emotion: Aguado et al.,  2012), EPN (vocal emotional 
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expressions: Ziereis & Schacht,  2023; fear- conditioning: 
Bruchmann et al.,  2021; de Sá et al.,  2018; Schellhaas 
et al., 2020; person knowledge: Abdel Rahman, 2011; Luo 
et al.,  2016; Suess et al.,  2014; Xu et al.,  2016; affective 
communication: Wieser, Gerdes, et al., 2014), and the LPC 
(fear- conditioning: de Sá et al., 2018; Panitz et al., 2015; 
Rehbein et al., 2018; Sperl et al., 2021; Wiemer et al., 2021; 
aversive screams: Bruchmann et al.,  2021; monetary re-
ward: Hammerschmidt, Kulke, et al., 2018; person knowl-
edge: Abdel Rahman, 2011; Baum et al., 2020; Kissler & 
Strehlow,  2017; Schindler et al.,  2021; Xu et al.,  2016). 
Despite this evidence, there is still uncertainty about the 
boundary conditions under which associated effects occur, 
for example, regarding the need for explicit awareness of 
a CS– US contingency for stable associations (Mertens & 
Engelhard, 2020). Implicit conditioning usually refers to 
the subliminal presentation of the CS+ and not the US. 
Furthermore, many studies use salient aversive stimuli 
like electric shocks as US or explicit instructions to draw 
attention to the contingency between CS+ and US, for 
example, by picturing actions or encounters of the CS+ 
face (Aguado et al., 2012; Verosky et al., 2018). However, 
very few studies investigated whether and how robustly 
emotional contextual information is (automatically) as-
sociated, even when this information is not task- relevant. 
Task- irrelevant emotional stimuli have been supposed 
to capture attention (Armony,  2002; Morris et al.,  1998; 
Öhman et al., 2001), in bottom- up or top- down manner, 
respectively, which is a prerequisite for automatic as-
sociations. In this line, amygdala activations have been 
reported for emotional visual stimuli, even when emo-
tion was not task- relevant, but only when the task load 
was not too high (Pessoa, Kastner, & Ungerleider, 2002; 
Pessoa, McKenna, et al., 2002). In contrast, emotional au-
ditory stimuli appear to be more robust against distractors 
as long as the attentional focus stays within the auditory 
modality (e.g., Ethofer et al., 2006; Quadflieg et al., 2008; 
Sander et al., 2005; cf. Bach et al., 2008). However, little 
is known about the cross- modal transfer of emotional in-
formation, particularly when features other than the emo-
tional content of the US are relevant for the task during 
associative learning.

1.2 | Aim of the study

The present study aimed to fill this gap and specifically 
tested whether inherently neutral faces gain additional 
relevance when being associated with either positive 
or negative compared with neutral vocal affect bursts 
when the emotion of the burst is not task- relevant. We 
recorded ERPs and pupil size during a learning and a de-
layed test phase to investigate the temporal dynamics of 

the acquisition and extinction of the associated reactions. 
Based on previous research (Hammerschmidt et al., 2017; 
Hammerschmidt, Kagan, et al., 2018; Schacht et al., 2012; 
Sperl et al., 2021), we set an approximate 24- hour inter-
val between learning and test to allow for memory con-
solidation (Menz et al., 2016; Pace- Schott et al., 2015; Sopp 
et al., 2017). We chose to associate neutral faces with vocal 
affect bursts because faces and voices are considered so-
cially and biologically relevant, naturally co- occurring, 
and usually integrated into a holistic percept (Freeman & 
Ambady, 2011). Neutral facial expressions are more likely 
to be perceived as ambiguous (Schwarz et al., 2012; Wieser, 
Gerdes, et al., 2014; Yoon & Zinbarg, 2008) and suit well as 
CS+ stimuli (Bublatzky et al., 2020). We presented vocal af-
fect bursts as US, as they do not have the segmental struc-
ture of speech or pseudo speech, are relatively short in 
length, and unfold the emotional information rapidly. To 
ensure active processing of the auditory US, we presented 
gender- matching or gender- mismatching face- voice pairs 
during learning, where participants performed gender- 
congruence decisions. Since the face- voice pairing, and 
thus the gender congruence, was fixed for every trial, we 
randomly interspersed no- go trials (beep sound instead 
of the US) to counteract cross- modal inhibition (Johnson 
& Zatorre, 2006) and responses based solely on the target 
face after its repeated presentation.

1.3 | Hypotheses

Our overall hypothesis was that inherently neutral faces 
acquire emotional relevance through learned associations 
with affective (CS+: CS+

pos, CS+
neg) but not neutral (CSneu) 

vocal bursts. Emotional relevance was operationalized in 
terms of differential neural responses to the faces as a func-
tion of learning and extinction, and different speed and 
accuracy measures when performing a gender- matching 
(learning session) or gender (test session) decision.

During learning, we expected slower responses and 
lower accuracy for emotional (CS+: CS+

pos, CS+
neg) and 

particularly for threatening (CS+
neg; Öhman et al., 2001) 

face- voice pairs compared to neutral (CSneu) face- voice 
pairs, in line with previous findings on the attentional 
binding of emotional information (Anderson,  2005; 
Gutiérrez- Cobo et al., 2019): Increased attention to emo-
tional stimuli has been shown to interfere with tasks re-
quiring processing of other, non- emotional, information 
(Schacht & Sommer, 2009; Zhang et al., 2019; cf: Roesch 
et al., 2010) Moreover, the emotional incongruence of the 
neutral CS+ faces and emotional voices should lead to less 
efficient processing of the face- voice pairs and lower the 
behavioral performance (Föcker et al.,  2011). Increased 
arousal and attention to the emotional compared to the 
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neutral voices should increase the pupil size (e.g., Cosme 
et al.,  2021; Kret et al.,  2013), and this response may be 
elicited by the predicting CS+ faces as a function of learn-
ing (for a review of pupil dilation in conditioning, see 
Finke et al., 2021). At the neural level, acquired valence 
associations of the CS+ faces should modulate early pro-
cessing (P1) and subsequent processing stages (i.e., N170, 
EPN, LPC). We expected enhanced P1 amplitudes for CS+ 
faces, (similar to Aguado et al.,  2012; Hammerschmidt 
et al.,  2017), whereas for the N170, EPN, and LPC,1 we 
expected a difference between CS+ and CSneu faces, but 
were uncertain about the direction due to mixed findings 
in the literature. Regarding the effects of gender congru-
ence, we expected lower behavioral performance for 
gender- mismatching compared with matching face- voice 
pairs, as the conflicting input signals between the two mo-
dalities would interfere with an automatic and integrated 
perception of gender (Freeman & Ambady, 2011). We had 
no specific a priori pupil size and ERP- related hypotheses 
regarding differences between the gender- matching and 
mismatching conditions.

In the test session following overnight consolidation, 
we investigated the extinction of the associated effects 
by presenting solely the conditioned faces. Replicating 
findings of a behavioral pilot study (N = 40), we pre-
dicted that behavioral effects for CS+ faces would be re-
versed compared with learning: Gender decisions for CS+ 
faces would be faster and more accurate than for CSneu 
faces, possibly due to the increased consolidation and 
more robust memory traces of emotional information 
(e.g., Sharot & Phelps, 2004). Furthermore, we predicted 
happy associations (CS+

pos) to enhance task performance 
more than angry associations (CS+

neg), based on reward 
biases and potential commonalities between social and 
monetary rewards vs. punishments (Hammerschmidt 
et al., 2017; Rossi et al., 2017; cf. Öhman et al., 2001). We 
included a likability rating at the end of the test session 
and predicted that emotion associations should mani-
fest in CS+

pos > CSneu > CS+
neg ratings (similar to Suess 

et al.,  2014). According to Hammerschmidt, Kagan, 
et al.  (2018), effects of associated emotional relevance 
should not become evident in pupil size, but in the same 
ERPs that would be modulated during learning, even if we 
assume that they would partly extinguish over the course 
of the test session. We did not have specific behavioral, 
pupil size, and ERP- related hypotheses with regard to the 
previously associated gender congruence on the test task.

2  |  MATERIALS AND METHODS

The study was pre- registered prior to data collection 
(https://osf.io/b3fh2).

2.1 | Stimuli

We selected 16 frontal portrait photographs of faces with 
neutral expressions from the Göttingen Faces Database 
(Kulke et al.,  2017). The faces were presented in their 
natural color on a light gray background, edited, and 
combined with a transparent mask covering the hairline, 
ears, and neck. They had a visual angle of approximately 
3.16 × 5.14 degrees and a 200 × 300 pixels resolution. 
Images were controlled for luminance (HSV: M = 0.47, 
SD = 0.01, �2(225) = 240, p = .235; Dal Ben,  2019). Vocal 
stimuli were taken from the Montreal Affective Voices 
database (Belin et al.,  2008). Based on the findings by 
Lausen and Schacht  (2018), we selected 12 sounds with 
the highest recognition of emotion (angry, happy, neu-
tral) and gender (female, male). The duration of the se-
lected sounds ranged from 511 to 1831 ms (for details 
see Supplementary Information). Non- parametric inde-
pendence tests showed no significant difference between 
speaker's gender on duration (Z = −0.98; p = .393) but be-
tween emotion levels (maxT = 2.16; p = .031), with a sig-
nificant difference between neutral and happy stimuli 
(Z = 1.89; p = .025). Their maximum intensity was digitally 
equalized (Praat; Boersma & Weenink, 2018), resulting in 
a mean peak sound level of M = 47 dB (SD = 1.8 dB) at the 
participants' head position. The “beep” tone for the no- go 
trials was a 630 Hz, 300 ms sinusoidal tone with an initial 
amplitude ramp of 30 ms. We presented 12 unique face- 
voice pairs whereby one face stimulus was contingently 
paired with one voice stimulus for each participant. Half 
of the face- voice pairs were gender- congruent (i.e., female 
face and voice or male face and voice), and the other half 
were gender- incongruent pairs (e.g., female face and male 
voice).

2.2 | Randomization

We created four different versions of the congruence- 
emotion condition to counterbalance the sound stimuli 
(based on how well emotion and gender were recognized 
in Lausen & Schacht,  2018) between congruence condi-
tions across participants. The allocation of the face stimuli 
to the voices was fully randomized: We pseudo- randomly 
drew 12 out of 16 face stimuli (assuring six male and six fe-
male faces) and randomly assigned them to the 12 voices. 
The four remaining faces were used as new, that is, not 

 1For the expected LPC effects, ongoing face processing and the 
overlapping sound onset might be hard to disentangle and thus require 
additional caution.
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associated, faces only for the likeability rating. Stimuli 
were presented in 50 blocks, with each block containing 
a random sequence of the 12 stimuli (learning session: 
face- sound pairs; test session: faces only). For the memory 
checks after the learning and the test session, the order 
of the 12 faces and the emotion category labels' positions 
were also shuffled.

2.3 | Procedure

Prior to the experimental sessions, participants completed 
an online questionnaire of the German version of the Social 
Interaction Anxiety Scale (SIAS, Stangier et al., 1999). The 
laboratory sessions took place on two subsequent days 
and lasted approximately two hours each. At the begin-
ning of each session, participants gave written consent to 
participate voluntarily in the study. At the beginning and 
the end of each session, we assessed their current mood 
with the German version of the Positive and Negative 
Affect Schedule (PANAS, Breyer & Bluemke,  2016, see 
Supplementary Information). Additionally, we assessed 
socio- demographic data and handedness (day one) and 
quality of sleep with a modified version of the Pittsburgh 
Sleep Quality Index (PSQI, Buysse et al.,  1989) (Day 2). 
Participants were seated in front of a computer screen in 
a dimly lit, electrically shielded, and sound- attenuated 
room at a viewing distance of approx. 78 cm from the 
presented face stimuli. They positioned their chin in a 
height- adjustable chin rest to avoid head movements. 

Two loudspeakers were placed to the left and right and 
at the height of the monitor. For the presentation of the 
experiment, we used Python (2.7), including the modules 
PsychoPy (Peirce,  2009), PyGame (Shinners,  2011), and 
PyGaze (Dalmaijer et al., 2013) among standard modules. 
At the beginning of both sessions, we presented detailed 
instructions about the task on screen, and participants 
completed six practice trials (incl. feedback). After en-
suring that the task was understood and calibrating the 
eye- tracker, the main experimental task began. A visuali-
zation of the procedure is shown in Figure 1.

2.3.1 | Learning session

The task was to indicate as fast and accurately as possible 
via key press whether the gender of the face and voice 
matched. At the center of the screen, first, a fixation cross 
and then the neutral face stimulus were presented for 
500 ms each, followed by the vocal stimulus (negative, 
neutral, or happy affect burst). Participants could respond 
as soon as the voice started.2 The next trial started auto-
matically after a response and a variable intertrial interval 
(M = 1800 ms; SD = 200 ms). At random positions, we in-
cluded filler trials (90 no- go trials and 30 one- back tasks) 

 2In separate experimental checks, we measured an asynchrony between 
face offset and voice onset with an audio photo- diode, ranging between 
−9 and + 9 ms and occurring independently from certain stimuli or 
conditions due to hardware imprecision.

F I G U R E  1  Procedure of the learning and test session.
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to motivate participants to stay focused. The no- go condi-
tion, in which a beep sound followed the face and in which 
participants were not allowed to press a key, was imple-
mented to ensure that attention was focused on to the au-
ditory stimulus. Thus, it was not sufficient to learn/know 
the assignment of a face to a response key (which was al-
ways consistent within each participant). Each participant 
completed 50 × 12 = 600 trials (+ filler trials). There was a 
short break to rest break after every 120 trials. Memory 
check. After the learning session, we assessed whether 
participants were able to match the faces and the emo-
tional categories of the voices, although they were not in-
structed at any time to memorize the faces or the face- voice 
pairs. We presented each face individually, and partici-
pants had to click on one of three labeled buttons (happy, 
angry, neutral) around the face to indicate the emotional 
category of the associated voice.

2.3.2 | Test session

The following day, participants performed a gender deci-
sion task on the previously associated faces but without 
any voices or sounds present. The faces were displayed for 
1000 ms, and the response was indicated by a key press. 
Again, participants completed 50 blocks of the shuffled 12 
faces and 60 additional one- back tasks.

2.3.3 | Likability rating and second 
memory check

After completing the main part of the test session, all pre-
viously associated faces were presented once each, inter-
mixed with four new faces, and participants had to judge 
the faces concerning their likability on a 7- point Likert 
scale (1 = “unlikeable,” 7 = “likable”). This was followed 
by the same explicit memory check as in the first session. 
Finally, participants were debriefed about the aims of the 
study and were able to clarify any open questions with the 
experimenter.

2.4 | Sample size and power analysis

The study had a 2 (gender congruence: match/mismatch) 
× 3 (emotion: angry/happy/neutral) within- subject de-
sign. As there is no standardized way to do a power 
analysis and sample size estimation for linear mixed mod-
els, we based the power estimation on a within- factors 
repeated- measures ANOVA (G*Power 3.1.9.2, Erdfelder 
et al., 1996), assuming a correlation among the repeated 
factors of .50, targeting a power of 0.80 with an alpha 

level of .05 to detect an effect of intermediate size (Cohens 
f2 = 0.04) with 40 participants. However, it served only as 
a rough estimate because it did not accurately reflect the 
analyses that were planned and conducted. With the be-
ginning of the COVID- 19 pandemic, we had to stop data 
collection, that is, after 41 participants had completed both 
sessions. Unlike pre- registered we did not collect further 
data after the complete laboratory shutdown, because the 
data loss for both sessions and measures was very uneven 
and due to the hard hygiene constraints that existed at the 
time. For the learning session in particular, we had more 
ERP trials with artifacts than we had initially anticipated. 
To make the data from the learning and test sessions com-
parable, we also excluded the data for the other measures 
and sessions to ensure the same group of 32 participants 
in the learning and testing sessions. The (observed) simu-
lated power and effect sizes for the test session based on 32 
participants and 39 participants are included in Table A48 
in the Supplementary Information. Tables A49 and A50 of 
the Supplementary Information list the number of trials 
rejected for each participant and which participants were 
included in the analysis.

2.5 | Participants

Our final sample consisted of 32 participants (22 female, 
10 male, 0 diverse; age: 19– 34 years, mean = 23.5 years). 
All participants were right- handed (according to 
Oldfield, 1971), fluent in German, and did not self- report 
any (neuro- )psychiatric disorders. Participants with visual 
correction of more than plus/minus one diopter or any 
self- reported hearing difficulties were excluded. 
Participants were recruited through advertisements on 
campus and in social network groups in Göttingen; hence, 
the sample consisted mainly of students (29 out of 32). 
Participation was reimbursed by a fixed amount of money 
or course credits. The study was conducted following the 
Declaration of Helsinki (WMA, 1964), and all participants 
signed an informed consent form before both experimen-
tal sessions. The mean SIAS score of our sample was 23.19 
(range: 7 to 44) out of max. 80. Seven3 participants showed 
elevated scores (>30, Stangier et al., 1999).

2.6 | EEG recording and pre- processing

We recorded EEG from 64 (+6 external) electrodes during 
the learning and test session. Participants wore an elec-
trode cap (Easy- Cap, BioSemi, Amsterdam, Netherlands) 

 3IDs: 6, 7, 21, 28, 23, 36, 40.
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   | 7 of 27ZIEREIS and SCHACHT

according to the extended 10– 20 system (Pivik et al., 1993). 
External electrodes were positioned at the left and right 
mastoids, at the outer canthi of and below both eyes to 
record electro- oculograms. Common Mode Sense (CMS; 
active) and Driven Right Leg (DRL; passive) are special 
“ground” electrodes serving as an online reference during 
recording (see www.biose mi.com/faq/cms&drl.htm). 
Continuous EEG was recorded with a sampling rate of 
512 Hz and a bandwidth of 102.4 Hz. Offline, the raw data 
were pre- processed in MATLAB  (2018) with EEGLAB 
(v2019.0, Delorme & Makeig, 2004). We shifted all event 
markers by a constant of 24.3 ms to account for the moni-
tor's systematic delay in stimulus appearance. Data were 
re- referenced to average (whole head) reference excluding 
external electrodes and filtered with a 0.01 Hz high- pass 
filter. The plugin “CleanLine” (v1.04, Mullen, 2012) was 
used to remove 50 Hz line noise. Data were epoched from 
−500 to 2000 ms and corrected to a 200 ms pre- stimulus 
baseline. We performed Independent Component 
Analysis (ICA) on a 1 Hz high- pass filtered copy of the 
data set and subsequently transferred the resulting ICA 
weights to the original 0.01 Hz filtered data set. ICA com-
ponents were used to detect eye and muscle- related activ-
ity in the data. Data were corrected by removing 
components with a high probability of being labeled as 
such (muscle >80%, eye- related >90%, or channel noise 
>90%) using “IClabel” (v1.2.4, Pion- Tonachini et al., 2017). 
Consequently, channels were interpolated if classified as 
bad. We trimmed epochs to −200 to 1000 ms and per-
formed trial- wise rejections: amplitudes exceeding 
−100/100 μV (Learning: avg. 7.7%; Test: 7.4%) during face 
presentation, steep amplitude changes (5000 μV within 
epoch; Learning: avg. 3.9%; Test: 2.8%) or improbable acti-
vation (>5 deviation of mean distribution for every time 
point; Learning: avg. 11.9%; Test: 12.8%) were excluded. 
Overall, there was a mean rejection rate of 17.3% (range: 
9.7%– 36.8%) of trials for the learning session and 17.2% 
(range: 6.5%– 36.2%) for the test session due to these arti-
facts.4 As eyeblinks were corrected with ICA, we extracted 
blink information from the pupil data to reject trials in 
which participants blinked during face presentation. We 
defined the time windows and regions of interest (ROIs) 
electrodes for the ERP components of interest based on 
previous research with similar stimuli and settings (face- 
locked ERPs: Hammerschmidt et al.,  2017; voice- locked 
ERPs: Paquette et al., 2020; Pell et al., 2015) as follows: For 
the visual (face- locked) components: (a) P1: mean and 
peak amplitudes, 80– 120 ms; occipital electrode cluster: 
O1, O2, and Oz; (b) N170: mean and peak amplitudes, 130 
and 200 ms; occipito- temporal electrode cluster: P10, P9, 

PO8, and PO75; (c) EPN: mean amplitudes, 250– 300 ms; 
occipito- temporal cluster: O1, O2, P9, P10, PO7, and PO8; 
(d) LPC: mean amplitudes, 400 and 600 ms; occipito- 
parietal electrode cluster: Pz, POz, PO3, and PO4. In addi-
tion to the pre- registered face- locked components, we 
analyzed voice- locked6 ERPs with the following ROIs 
taken from Paquette et al. (2020) as they also used stimuli 
of the Montreal Affective Voices database (MAV, Belin 
et al., 2008): N1- P2 complex with N1 (90– 145 ms) and P2 
(165– 300 ms), both with the identical fronto- central elec-
trode cluster: F3, F1, Fz, F2, F4, FC1, FC3, FC2, FC4, C3, 
C1, Cz, C2, C4, CP1, CP3, CPz, CP2, and CP4.

2.7 | Pupil recording and pre- processing

Pupil size was recorded binocularly in arbitrary units (AUs) 
at a sampling rate of 500 Hz using the EyeLink 1000 desk-
top mount eye- tracker (SR Research, Mississauga, ON, 
Canada). Before the start of the experiment, a 9- point eye- 
tracking calibration-  and validation procedure was per-
formed. We based artifact detection in pupil samples on 
the guidelines proposed by Kret and Sjak- Shie (2018). The 
pupil time series were time- locked to the onset of the face 
stimulus, and all artifact detection was performed sequen-
tially. Samples were classified as blinks or invalid when both 
eyes were lost. We marked invalid samples and specific trial 
windows to indicate trials in which the participant missed 
the stimulus (−onset), for example, during baseline, face 
presentation, or later. Median absolute deviation (MAD) 
speed was estimated, and samples with a speed higher than 
16 times MAD were marked as artifacts. A smoothed trend 
line was calculated, and clusters of samples with a strong 
deviation from the trend line were flagged (in four itera-
tions). Isolated samples within longer periods of missing 
data (separated clusters) were dismissed. Samples at the 
border of a gap were trimmed (50 samples pre-  and post- 
gap, i.e., “extended blinks”) and interpolated, but only for 
gaps with a maximum of 125 samples of missing data. The 
eye with fewer invalid trials was selected, and a baseline ad-
justment was performed (samples were subtracted by the 
mean of the baseline period from −200 ms to face onset). 
The time course of a trial was segmented into 60 bins, and 
outlier samples within a bin were flagged (>3 standard de-
viations from the bin mean). A trial was rejected if >75% of 

 4Referring to the reported 32 data sets.

 5PO9 and PO10 were replaced by PO8 and P07 as they were not part of 
the used EEG recording system.

 6Our setting allowed measuring the exact voice onset with an audio- 
photo- diode only without the use of the speakers and not during the 
actual experiment. For the target event to epoch the data, we used the 
offset of the face stimulus. Due to the slight jitter, the timing of the 
auditory ERPs is less precise compared to the visual ERPs.
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its samples or pre- specified time windows of the trial were 
invalid. A smoothing 4 Hz filter was applied to the data be-
fore averaging by participant and condition.

2.8 | Statistical analysis

Tables with statistical models (incl. estimates, confidence 
intervals, stability measures, and likelihood ratio tests) are 
in the Supplementary Information. We used linear mixed 
models to analyze RTs and neurophysiological data, ag-
gregated by participant and condition, using the func-
tion “lmer” of the package “lme4” (Bates et al.,  2015). 
All statistical analysis was conducted in R (v 4.0, R Core 
Team, 2020). For parameter estimation, we chose the max-
imum likelihood (ML) method. The model predictors are 
the emotion of the associated sounds (“neutral”, “angry”, 
“happy”), congruence of the face- voice pairs (“match”, 
“mismatch”), and a random intercept (participant) to 
consider the dependency in the data due to the repeated- 
measures design and variability between participants. We 
compared models (full model including the interaction, 
additive models, and leaving out each predictor) with 
goodness of fit tests, known as likelihood ratio (LR) chi- 
square difference tests, to identify which predictors add 
significantly to explaining variance in the data (Snijders 
& Bosker, 2012). For likelihood ratio tests (LRT), we used 
the “mixed” function of the package “afex” (Singmann 
et al.,  2020). Regression coefficients (�), standard errors 
(SE), 95% confidence intervals (CI), and stability of the 
coefficients are reported. To obtain CIs, we used a para-
metric bootstrap (N = 1000). We estimated the stability of 
model coefficients by fitting the same model on subsets of 
the data (dropping one random effect at a time). Residuals 
of the models were inspected visually, and potential col-
linearity among predictors was determined with Variance 
Inflation Factors (VIF), which will be reported if model 
assumptions appeared violated. Reference levels in all 
models were “match” for congruence and “neutral” for 
emotion, respectively. The following linear mixed mod-
els are sum- contrast- coded, reflecting main effects rather 
than marginal effects. Here, the intercept corresponds to 
the (unweighted) grand mean, and lower- level effects are 
estimated at the level of the grand mean. This coding im-
plies that the reference factor level (“match” or “neutral,” 
respectively) receives a value of −1 on all contrast vari-
ables, whereas all other factor levels are mapped onto ex-
actly one contrast variable with a value of 1. This implies 
that for every factor with k levels, k- 1 parameters are esti-
mated and cannot be directly mapped to the factor levels. 
Post hoc Šidák adjusted tests were used to test the differ-
ence between levels of factors with more than two levels, 
using “emmeans” (Lenth, 2020).

For the ERPs (P1, N170, EPN, and LPC) and pupil size, 
in addition to overall effects, we planned to explore the 
dynamics of acquisition during learning and a possible 
extinction of the association during the test session (only 
for ERPs). To this end, we applied a flexible regression 
approach using Generalized Additive Models of Location 
Shape and Scale (GAMLSS; Rigby & Stasinopoulos, 2005), 
including a smoothing function (Eilers & Marx,  2010) 
to model changes over the course of the learning and 
test session. The model results and visualizations of the 
model predictions can be found in the Supplementary 
Information.

2.9 | Exclusion criteria and re- coding

We detected unexpected systematic errors in some of 
the participant's behavioral data. To preserve as much 
power as possible, we decided to apply additional crite-
ria for exclusion or re- coding in the following cases: (a) 
Same errors occurring consistently (i.e., in at least two- 
thirds of trials) for a given stimulus pair (face + voice): 
As it was not possible to distinguish in the learning ses-
sion whether the participants had difficulties identify-
ing the gender of the face or the gender of the voice, we 
only re- coded cases in which the same faces were con-
sistently misclassified in both the learning and the test 
session. This happened in four cases: VP 35 (l10_neu_m.
png), VP 27 (l5_neu_f.png), VP 7 (l5_neu_f.png) and VP 
36 (l2_neu_f.png). In these cases, previously incorrect 
responses were re- coded as correct, and the congruence 
of the stimulus pair was changed (if originally incon-
gruent to congruent and vice versa). (b) All trials with 
(systematic) errors which occurred only in the learning 
session but not in the test session were excluded and not 
re- coded. (c) One participant (VP 25) initially confused 
the key assignment and answered all trials incorrectly. 
After re- instructing the participant, all subsequent tri-
als were answered correctly. We did not recode the an-
swers of this participant but excluded the trials before 
the re- instruction. Unlike pre- registered and due to the 
unexpected systematic error patterns, we only report de-
scriptive statistics of the accuracy data in this study.

2.10 | Outlier removal and 
model robustness

Despite the EEG and eye- tracking clean- up, there was 
still pronounced variability and outlier observations in 
some components and measures. Instead of excluding 
a participant if they lost more than 25% of the trials as 
pre- registered, we set a lower limit of 30 valid trials per 
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condition. To increase model stability and robustness, we 
consistently excluded observations for all pupil size and 
ERP models in both sessions for which their cook's dis-
tance was larger than 0.5 in any model. These exclusion 
procedures resulted in a final sample size of 32 partici-
pants for all ERP measures.

3  |  RESULTS

3.1 | Implicitness of the association 
learning

Participants differed in their ability to recall the emo-
tion category of the voices when the faces were presented 
separately from the voices. Some participants performed 
significantly above chance, that is, ≥8 out of 12 faces cor-
rect, corresponding to a 2- sided Exact Binomial Test with 
p ≤ .05. After the learning session, 5 out of 32 participants 
and after the test session, 3 out of 32 participants met this 
criterion. However, only one participant performed above 
chance in both session checks and would therefore not be 
considered an implicit learner.

3.2 | Learning session

Table  1 contains all means and standard deviations of 
the visual and auditory ERPs, pupil size, and behavioral 
measures.

3.2.1 | Face- locked ERPs

P1: P1 mean amplitudes were not significantly modulated 
by emotion (�2(2) = 3.91, p = .141). There was a trend to-
ward an effect of gender congruence (�2(1) = 3.41, p = .065) 
with larger mean amplitudes (dmismatch- match = 0.19 μV) in 
gender- mismatching than matching trials. The interac-
tion between emotion and congruence was not significant 
(�2(2) = 3.6, p = .165). There were no significant effects 
on P1 peak amplitudes, neither for emotion (�2(2) = 2.86, 
p = .239), congruence (�2(1) = 0.68, p = .409), nor their in-
teraction (�2(2) = 4.05, p = .132). N170: There was a trend 
for N170 mean amplitudes to be modulated by emotion 
(�2(2) = 5.75, p = .057), with happy (−5.39 μV) and angry 
(−5.40 μV) descriptively being less negative compared 
with neutral- associated faces (−5.66 μV) when averaged 
across gender- congruence conditions. However, post hoc 
contrasts between emotion levels were not significant (all 
ps ≥ .05). There was no significant modulation by congru-
ence (�2(1) = 2.47, p = .116), and no significant interaction 
between congruence and emotion (�2(2) = 2.6, p = .273). T
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N170 peak amplitudes were not significantly modulated 
by emotion (�2(2) = 2.24, p = .327), nor congruence (�2

(1) = 2.03, p = .155) nor their interaction (�2(2) = 0.82, 
p = .664). EPN: The mean amplitudes of the EPN com-
ponent were not significantly modulated by emotion 
(�2(2) = 0.73, p = .693) but by congruence (�2(1) = 7.49, 
p = .006) with less negative amplitudes for gender- 
mismatching (0.67 μV; �mismatch = 0.19, SE = 0.07, t = 2.72) 
compared to matching trials (0.29 μV). No interaction be-
tween congruence and emotion was present (�2(2) = 1.47, 
p = .480), see also Figure 2.

LPC: LPC mean amplitudes were not significantly 
modulated by emotion (�2(2) = 0.84, p = .658), but there 
was a main effect of congruence (�2(1) = 4.21, p = .040). 
Gender- matching trials (3.15 μV) had more positive am-
plitudes compared with mismatching trials (2.91 μV; �
mismatch = −0.12, SE = 0.06, t = −2.03). The interaction be-
tween congruence and emotion (�2(2) = 0.84, p = .657) 
was not significant, see also Figure 3.

3.2.2 | Voice- locked ERPs

N1: For the N1 component, neither emotion (�2(2) = 3.35, 
p = .187) nor congruence (�2(1) = 0.01, p = .918) nor their 
interaction (�2(2) = 2.98, p = .226) were significant. P2: 
The P2 component was modulated both by emotion (�2

(2) = 6.3, p = .043) and congruence (�2(1) = 29.51, p < .001). 
However, there was no interaction between congruence 
and emotion (�2(2) = 1.44, p = .486). Gender- mismatching 
trials (0.88 μV; �mismatch = −0.19, SE = 0.03, t = −5.60) 
had a smaller P2 amplitude compared to matching tri-
als (1.26 μV). Emotional voice stimuli (angry: 1.13 μV; �
angry = 0.06, SE = 0.05, t = 1.22; happy: 1.13 μV; �happy = 0.06, 
SE = 0.05, t = 1.27) elicited more positive P2 amplitudes 
compared to the neutral voice stimuli (0.95 μV). When 
adjusting for multiple comparisons, pairwise comparisons 
failed significance. Descriptively, the largest difference 
was between neutral and happy (dhap- neu = 0.18, p = .090) 
bursts followed by neutral and angry bursts (dang- neu = 0.18, 
p = .097). Both, happy and angry bursts showed a similar 
pattern (dhap- ang = 0.00, p = 1.000). A visualization of the 
auditory ERP results is presented in Figure 4.

3.2.3 | Pupil size modulations

For the early time window (0– 1000 ms after face onset), 
which mainly reflects a modulation of the pupil con-
striction, there was no significant modulation of the 
pupil size by emotion (�2(2) = 3.69, p = .158), but there 
was a main effect of congruence (�2(1) = 5.7, p = .017), 
with a stronger constriction for mismatching stimuli 

(dmismatch- match = −4.90, p = .019). No interaction between 
emotion and congruence was present (�2(2) = 2.86, 
p = .240). In a later time window (1000– 2000 ms after 
face onset), the pupil size was significantly modulated 
by emotion (�2(2) = 8.07, p = .018). Pairwise comparisons 
revealed significant differences in pupil size between the 
angry and neutral condition (dang- neu = −11.92, p = .031), 
but no significant differences between happy and neutral 
trials (dhap- neu = −1.43, p = .986) and happy and angry tri-
als (dhap- ang = 10.49, p = .070). There was no main effect 
of congruence in the later time window (�2(1) = 1.55, 
p = .214). Although there was only a trend for interaction 
between emotion and congruence (�2(2) = 5.16, p = .076), 
the interpretation of the main effect shall be taken with 
caution. A visualization of the pupil results can be found 
in Figure 5.

3.2.4 | Behavioral measures

Accuracy
Prior to any re- coding or rejection, the overall accuracy in 
the gender- matching task was 94% (N = 32), with descrip-
tively higher accuracy for match (95%) than for mismatch 
trials (93%). The accuracies for each emotion category 
were 96% for happy, 91% for angry, and 94% for neutral 
trials. None of the subjects fell into the exclusion criteria 
(>25% incorrect trials). After re- coding systematic error 
patterns (see Section 2.9), the overall accuracy was 94%. 
Again, match trials had a higher accuracy (95%) compared 
to mismatch trials (93%), and concerning emotion catego-
ries, happy trials (97%) had a higher accuracy compared 
with neutral (94%) and angry (92%) trials.

Response time
RT data were analyzed only for correctly answered trials. 
First, we trimmed RTs using a maximum cutoff of 5000 ms. 
Then, we applied a skewness- adjusted boxplot method to 
exclude extreme values separately for every subject, using 
the function “adjbox” of the package “robustbase” 
(Maechler et al.,  2021; based on: Hubert & 
Vandervieren, 2008). The overall (non- aggregated) mean 
RT for the gender- matching task of the learning session 
was 758 ms (SD = 369 ms). We based the RT model estima-
tion on aggregated data, taking the mean for each condi-
tion (emotion, congruence) and subject.7 Results showed 
a modulation by both, congruence (�2(1) = 71.84, p < .001) 
and emotion (�2(2) = 15.49, p < .001), but there was no in-
teraction (�2(2) = 0.81, p = .667). Matching trials (714 ms) 
were answered faster compared to mismatching trials 

 7 Taking the median instead of the mean did change parameters slightly 
but not the direction or significance of the effects.
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   | 11 of 27ZIEREIS and SCHACHT

F I G U R E  2  Face- locked EPN in the learning session. (a) Grand average ERP of the averaged ROI channels. The highlighted area 
displays the ROI time window. The zoomed- in window shows the main difference of gender congruence, averaged over all emotion 
conditions. (b) Grand averaged ERP amplitudes of the ROI, contrasted for all conditions. Error bars indicate ±1 SE of the mean. (c) 
Topographies of the ERP distribution for gender- congruent faces and the difference between gender- incongruent and congruent faces. ROI 
channels are highlighted in pink. (d) Mean EPN amplitudes over the course of the learning session. Dots represent the grand averages per 
block and condition. The curves represent the fitted values of the GAMLSS model (see Supplementary Information).
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12 of 27 |   ZIEREIS and SCHACHT

(803 ms; �mismatch = 44.97, SE = 4.80, t = 9.37). Neutral trials 
were answered fastest (739 ms), followed by angry (753 ms; 
�angry = −5.66, SE = 6.79, t = −0.83) and happy trials 
(784 ms; �happy = 25.63, SE = 6.79, t = 3.78). Pairwise com-
parisons revealed that estimated RT differed significantly 
between neutral (fastest) and happy (slowest) trials 
(dhap- neu = 46 ms, p < .001) and between happy and angry 
trials (dhap- ang = 31 ms, p = .025).

3.3 | Test session

Table 2 contains all means and standard deviations of the 
visual ERPs, pupil size, and behavioral measures.

3.3.1 | Face- locked ERPs

P1: P1 mean amplitudes were not significantly modu-
lated by emotion (�2(2) = 2.73, p = .255), but by congru-
ence (�2(1) = 6.3, p = .012). No interaction was found 
(�2(2) = 0.08, p = .963). Similar to the learning session, 

gender- mismatching trials (5.27 μV; �mismatch = 0.14, 
SE = 0.06, t = 2.49) had a descriptively higher P1 amplitude 
than matching trials (5.00 μV), although the sound stimuli 
were not presented anymore. A similar pattern was found 
for P1 peak amplitudes, which were not modulated by 
emotion (�2(2) = 3.52, p = .172), but by congruence (�2

(1) = 5.52, p = .019). Again, no interaction between emo-
tion and congruence was found (�2(2) = 0.19, p = .910), see 
also Figure 6.

N170: N170 mean amplitudes were not significantly 
modulated by emotion (�2(2) = 1.7, p = .428) or congru-
ence (�2(1) = 2.66, p = .103),8 but there was a significant 
interaction between emotion and congruence (�2

(2) = 6.16, p = .046), with the difference between previ-
ously matching and mismatching trials was larger for neu-
trally associated faces (0.38 μV, t = 2.68, p = .008) compared 
with faces previously associated with affective sounds (�
happy = 0.13 μV, t = 0.92, p = .361; �angry = −0.12 μV, t = −0.81, 

 8 For N = 39, the congruence effect of the N170 was significant (�2

(1) = 4.93, p = .026).

F I G U R E  3  Face- locked LPC in the learning session. (a) Grand average ERP of the averaged ROI channels. The highlighted area displays 
the ROI time window. The zoomed- in window shows the main difference of gender congruence, averaged over all emotion conditions. 
(b) Grand averaged ERP amplitudes of the ROI, contrasted for all conditions. Error bars indicate ±1 SE of the mean. (c) Topographies of 
the ERP distribution for gender- congruent faces and the difference between gender- incongruent and congruent faces. ROI channels are 
highlighted in pink. (d) Mean LPC amplitudes over the course of the learning session. Dots represent the grand averages per block and 
condition. The curves represent the fitted values of the GAMLSS model (see Supplementary Information).
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   | 13 of 27ZIEREIS and SCHACHT

p = .421). For neutrally associated faces in previously mis-
matching trials (−5.47 μV), the N170 showed a less nega-
tive deflection compared with matching trials (−5.86 μV). 
In contrast to N170 mean amplitudes, peak amplitudes 
were neither significantly modulated by emotion (�2

(2) = 0.18, p = .914), nor congruence (�2(1) = 0.98, p = .323) 
nor their interaction (�2(2) = 3.25, p = .197), see also 
Figure 7.

EPN: For EPN mean amplitudes, no significant modula-
tion by emotion was present (�2(2) = 1.59, p = .451). There 
was a main effect for congruence (�2(1) = 8.91, p = .003), 
with smaller amplitudes for faces associated with gender- 
mismatching compared with matching sounds, similar to 
the learning phase. The interaction between congruence 

and emotion (�2(2) = 2.8, p = .247) was not significant, see 
also Figure 8.

LPC: LPC mean amplitudes were neither significantly 
modulated by emotion (�2(2) = 0.8, p = .669), nor by con-
gruence (�2(1) = 0.04, p = .843), nor their interaction (�2

(2) = 3.33, p = .189).9

 9 For N = 38, the interaction of emotion and congruence of the LPC was 
significant (�2(1) = 4.93, p = .026), however, none of the post hoc 
contrasts were (all p ≥ .1) with the largest difference between associated 
gender- congruent anger and neutral faces (0.31 μV; t = 1.81, p = .199). 
Note that one participant was excluded from this model due to 
influential observations (Cook's distance >0.5).

F I G U R E  4  Voice- locked N1 and P2 in the learning session. ROI channels are highlighted in pink and identical for the N1 and P2. (a) 
Grand average ERP of the averaged ROI channels. The highlighted areas display the ROI time windows of the N1 (left) and P2 (right). (b) 
Grand averages of the N1 ROI (left panel) and P2 ROI (right panel), contrasted for all conditions. Errorbars indicate ±1 SE of the mean. 
(c) Topographies of the ERP distribution of the P2, depicting the main effects of congruence and emotion: Neutral bursts (collapsed across 
gender congruence levels), pairwise differences of the emotion levels, and gender- congruent bursts (collapsed across emotion levels) 
compared with gender- incongruent bursts. ROI channels are highlighted in pink.
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14 of 27 |   ZIEREIS and SCHACHT

3.3.2 | Pupil size modulations

For the pupil early time window (0– 1000 ms) there were 
no significant effects of emotion (�2(2) = 1.05, p = .591) 
nor congruence (�2(1) = 0.01, p = .911) nor their interac-
tion (�2(2) = 1.23, p = .540). Similarly, pupil size was not 
modulated in a later time window (1000– 2000 ms) by emo-
tion (�2(2) = 0.37, p = .832) or congruence (�2(1) = 0.07, 
p = .791) nor their interaction (�2(2) = 3.37, p = .185).

3.3.3 | Behavioral measures

Accuracy
Prior to any re- coding or rejection, the overall accuracy for 
the gender decision task was 97% (N = 32), thereby higher 
than for the learning task. Accuracy was similar between 
match (98%) and mismatch trials (97%). The accuracies 
for each emotion category were 98% for happy, 97% for 
angry, and 97% for neutral trials. None of the subjects fell 
into the exclusion criteria (>25% incorrect trials). After 
the re- coding of certain systematic error patterns, the 

overall accuracy was 97% for both faces, independent of 
whether they were presented in match (97%) or mismatch 
trials (97%), happy (98%), angry (96%), or neutral (98%) 
trials during learning.

Response time
The overall mean (non- aggregated) RT for the test session 
was 598 ms (SD = 119 ms). The RT model estimation on 
aggregated data was conducted analogously to the learn-
ing session. RTs showed a modulation only by congruence 
(�2(1) = 5.06, p = .024) but not by emotion (�2(2) = 2.7, 
p = .259), nor by the interaction between both factors (�2

(2) = 0.73, p = .694). Gender decisions to faces previously 
presented with gender- matching bursts (596 ms) were 
answered faster than those presented with mismatching 
sounds (601 ms; �mismatch = 2.51, SE = 1.12, t = 2.23).

Likeability rating
We ran two cumulative linked mixed models to account for 
the ordinal scale of the likability ratings; one model only in-
cluded the associated faces, comparing gender- congruence 
and emotion levels, and a second for the previously 

F I G U R E  5  Pupil size results of the learning session. (a) Grand average pupil size time series. Bar plots refer to the pupil size in each 
condition for the respective marked time windows. (b) Pupil size time series across the experiment for the early time window (0– 1000 ms; 
upper panel) and the later time window (1000– 2000 ms; lower panel; see Supplementary Information).
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   | 15 of 27ZIEREIS and SCHACHT

associated compared to novel faces. In both models, ran-
dom intercepts for participant ID and face stimulus were 
included. First, when comparing the full with reduced mod-
els via likelihood ratio tests, a model including only con-
gruence was significant (�2(1) = 4.371, p = .037). However, 
when allowing for the congruence × emotion interaction, 
there were no statistically significant differences in likabil-
ity ratings (all CIs of the OR included 1). Second, there was 
a significant difference between associated and novel faces 
(�2(1) = 140.32, p ≤ .001), with novel being rated as less like-
able (OR = 0.45, CI = [0.31; 0.65]). The predicted probabili-
ties of both models for the likability ratings are shown in 
Figure 9. Both models' odds ratios and 95% CI can be found 
in Table A22 of the Supplementary Information.

4  |  DISCUSSION

Previous work has documented that faces can gain addi-
tional relevance when associated with affective context 
information. Not only highly aversive stimuli such as loud 
noise bursts or electric shocks modulated face processing 
(for a review, see: Miskovic & Keil,  2012) but also verbal 
descriptions of behavior (Abdel Rahman,  2011; Baum 
et al.,  2020; Kissler & Strehlow,  2017; Luo et al.,  2016; 
Schindler et al., 2021; Suess et al., 2014; Xu et al., 2016), so-
cial and affective signals (Aguado et al., 2012; Bruchmann 
et al.,  2021; Wieser, Gerdes, et al.,  2014), and abstract 
forms of context such as monetary reward and loss 
(Hammerschmidt et al.,  2017; Hammerschmidt, Kulke, 
et al., 2018). In the present ERP and pupillometry study, we 
applied an emotion- implicit cross- modal association para-
digm, with separate learning and test sessions, to investi-
gate whether and how robustly neutral faces might acquire 
additional relevance, even when the emotional quality of 
the US, that is, the affect burst, is not task- relevant.

Although we observed differences in the neural and be-
havioral responses to emotional compared to neutral face- 
voice pairs, the emotional relevance of the voices appears 
to be only partially transferred to the faces, if at all. During 
learning, we found emotion effects ranging from auditory 
processing (auditory P2) to pupillary changes and behav-
ioral responses, presumably triggered by the affect bursts. 
Thus, emotional sounds were automatically processed and 
elicited typical responses at the neural level. However, at 
variance with our hypotheses, these emotion- based effects 
were not transferred to the conditioned faces (CS+

pos and 
CS+

neg), and emotion did not modulate face- locked ERPs 
as expected. Remarkably, faces acquired a different quality 
depending on the task- relevant congruent or incongruent 
gender information. This was present in behavior, audi-
tory ERPs, and mid-  and long- latency visual ERPs during 
learning. Most astonishingly, congruence effects were also T
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observed in behavior, early and mid- latency visual ERP 
components during the delayed test session, indicating 
successful associative learning of the task- relevant stimu-
lus features. Thus, the comparatively small modulations of 
the associated relevance of the emotional voices cannot be 
attributed to a general disregard of the (emotional) voice 
stimuli or to an unsuccessful face- voice integration since 
gender congruence was transferred from learning to test-
ing. In the following, we will discuss the emotion- , and 
congruence- related effects occurring during the learning 
phase and the conditioned effects visible both in the learn-
ing and test session. We will use the term “face- voice pairs” 
instead of CS+ and CS− faces for pupil size, auditory ERPs, 

and RTs of the learning session, in which it is impossible 
to disentangle immediate processing (e.g., reacting to the 
affective voices) from effects that might have occurred be-
cause the faces gained predictive value.

4.1 | Emotion and congruence 
effects of face- voice pairs

As hypothesized, during acquisition, gender- matching de-
cisions were slower for emotional compared to neutral 
face- voice pairs. This finding corroborates studies demon-
strating that task- irrelevant emotional stimuli are more 

F I G U R E  6  Face- locked P1 in the test session. (a) Grand average ERP of the averaged ROI channels. The highlighted area displays the 
ROI time window. The zoomed- in window shows the main difference in gender congruence, averaged over all emotion conditions. (b) Grand 
averages of the ROI mean amplitudes (upper panel) and peak amplitudes (lower panel), contrasted for all conditions. Error bars indicate ±1 
SE of the mean. (c) Topographies of the ERP distribution for gender- congruent faces and the difference between gender- incongruent and 
congruent faces. ROI channels are highlighted in pink. (d) Mean P1 amplitudes over the course of the test session. Dots represent the grand 
averages per block and condition. The lines represent the fitted values of the GAMLSS model (see Supplementary Information).
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   | 17 of 27ZIEREIS and SCHACHT

difficult to disengage and withdraw attentional resources 
from the actual task (Carretié,  2014; Dresler et al.,  2008; 
Hur, Iordan, Dolcos, & Berenbaum,  2016; Kotz & 
Paulmann, 2007; Schimmack, 2005; Vuilleumier, 2005). In 
addition, the conflicting emotional information of neutral 
faces and positive/negative affect bursts may have counter-
acted integrated person perception (de Gelder & 
Vroomen, 2000; Föcker et al., 2011). Presumably, this type 
of conflicting information is more detrimental for natu-
rally co- occurring stimuli such as faces and voices than for 
abstract stimuli. Independent of the emotional category of 
the voice, responses were slower for gender- mismatching 
than - matching face- voice pairs, replicating previous find-
ings (Huestegge et al., 2019; Latinus et al., 2010). Gender- 
mismatching10 information might be more difficult to 

integrate due to the long- term and repeated strengthening 
of the associations of gender- congruent faces and voices.

To investigate at which point the emotion and con-
gruence differences were reflected at the neural level 
and additionally to the pre- registered visual ERPs, we 
explored auditory ERPs (N1 and P2), time- locked to 
the voice onset. We did not find a modulation of the 
N1 by emotion or congruence. There was an enhance-
ment of the auditory P2 component for happy and 
angry compared with neutral face- voice pairs, similar 
to T. Liu et al. (2012). This difference might reflect the 
prediction effect of the emotional congruence, that is, 
pairs of a neutral face and a neutral voice, as shown 
in several studies: Typically, auditory suppression ef-
fects have been found when a preceding visual stimu-
lus predicted the occurrence of a sound (Vroomen & 
Stekelenburg,  2010). These suppression effects have 
also been reported in the context of dynamic faces and 

 10We are only referring to trials in which the participant's response was 
correct; hence, subjective gender mismatching corresponded to 
objective gender mismatching according to our stimulus database.

F I G U R E  7  Face- locked N170 in the test session. (a) Grand average ERP time series of the averaged ROI channels. The highlighted 
area displays the ROI time window. The zoomed- in window shows the main difference of gender congruence, averaged over all emotion 
conditions. (b) Grand averages of the ROI mean amplitudes (upper panel) and peak amplitudes (lower panel), contrasted for all conditions. 
Error bars indicate ±1 SE of the mean. (c) Topographies of the ERP distribution for faces associated with neutral compared to emotional 
bursts, separately for gender- congruent and incongruent faces. ROI channels are highlighted in pink. (d) Mean N170 amplitudes over the 
course of the test session. Dots represent the grand averages per block and condition. The lines represent the fitted values of the GAMLSS 
model (see Supplementary Information).
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18 of 27 |   ZIEREIS and SCHACHT

spoken utterances (Ho et al.,  2015; van Wassenhove 
et al.,  2005) or emotionally congruent vocalizations 
(Jessen & Kotz, 2013; Kokinous et al., 2014). In addition 

to emotion effects, also gender- congruence affected 
the auditory P2 component with larger amplitudes for 
gender- matching compared with mismatching voices. 

F I G U R E  8  Face- locked EPN in the test session. (a) Grand average ERP of the averaged ROI channels. The highlighted area displays 
the ROI time window. The zoomed- in window shows the main difference of gender congruence, averaged over all emotion conditions. (b) 
Grand averages of the ROI amplitudes, contrasted for all conditions. Error bars indicate ±1 SE of the mean. (c) Topographies of the ERP 
distribution for gender- congruent faces and the difference between gender- incongruent and congruent faces. ROI channels are highlighted 
in pink. (d) Mean EPN amplitudes over the course of the test session. Dots represent the grand averages per block and condition. The lines 
represent the fitted values of the GAMLSS model (see Supplementary Information).
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These increased amplitudes might reflect “attention 
allocation costs,” as described by the predictive coding 
framework (Feldman & Friston, 2010). With the specific 
task demands of gender- congruence decisions, feature- 
based attention toward gender- congruent voices might 
have led to prioritized processing across learning, also 
reflected by shorter RTs. The dissociation between emo-
tional congruence and gender congruence at the level 
of the auditory P2 amplitudes provides novel evidence 
for its sensitivity to attention and predictive processing. 
This is consistent with studies demonstrating a sensi-
tivity of the P2 component to various types of incon-
gruence (Stekelenburg & Vroomen,  2007; Vroomen & 
Stekelenburg, 2010) and to interactive processes of pre-
diction and attention (Schröger et al., 2015).

In our study, we expected that face- voice pairs con-
taining affective compared with neutral bursts would 
elicit higher arousal and hence, larger pupil dilation, 
and that this response would be shifted toward the pre-
dictive face stimulus. In the time window from face onset 
to 1000 ms, gender- mismatching trials elicited an over-
all stronger pupil constriction compared with matching 
trials, which was most pronounced for face- voice pairs 
containing affective bursts. However, in the time win-
dow from 1000 to 2000 ms after face onset, covering both 
pupil dilation and voice presentation, pupil size differed 
between emotion categories. Since the US varied in du-
ration, pupil size in the later time window might have 
been affected by the different auditory offsets. However, 
trials with neutral bursts elicited an overall larger dilation 

compared to affective bursts (both angry and happy, al-
though angry bursts did not differ significantly from 
neutral burst regarding their duration), which was most 
pronounced in gender- mismatching trials. This contra-
dicts previous findings that motivationally relevant and 
affective stimuli elicit larger pupil dilations (e.g., Burley 
et al.,  2017; Finke et al.,  2021; Hammerschmidt, Kagan, 
et al.,  2018; Schindler et al.,  2022). However, pupil size 
can also enlarge with increased cognitive load (Oliva & 
Anikin, 2018; for a review on pupil size correlations, see 
Zekveld et al., 2018). While our data suggest that both the 
predictability of emotional and gender congruence inter-
acted, it remains unclear what functional interaction oc-
curred between emotion and congruence. Notably, there 
was no direct correspondence between pupil size and RTs 
during learning. To better understand these results, we 
examined the habituation effects of the pupil during the 
learning phase across conditions. We found a typical de-
crease in pupil responsiveness (especially reduced dilation 
magnitudes) from the beginning to the end of the experi-
ment (see Supplementary Information). However, no sys-
tematic pattern was observed with respect to emotion or 
congruence (e.g., no interaction between conditions and 
block/repetition).

4.2 | Associated effects

Neither RTs, pupil size measures, nor auditory ERPs can 
be treated independently of learning. Our conditioning 

F I G U R E  9  Likability rating. (a) Bar plots represent the likability ratings per condition, averaged within and across subjects. (b) Fitted 
values as predicted probabilities of the ordinal models. The upper panel shows the model including emotion and congruence. Please note 
that within the gender- mismatching condition, the dotted line for happy (blue) is mostly overlapping with the neutral (black) and hence 
difficult to see. The lower panel shows the collapsed familiar faces versus the novel faces.
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paradigm allowed us to distinctively map the face- locked 
ERP modulations to different learning processes accord-
ing to our experimental conditions both for the learning 
and the test session. Our main hypothesis was that posi-
tive and negative CS+ faces would be processed differently 
than CSneu. However, virtually none of the pre- registered 
ERP components indicated a modulation by emotion. 
Instead, several ERP components, pupil size, and RTs 
were modulated by the (previously conditioned) gender 
congruence of the face- voice pairs.

4.2.1 | Learning session

Already in the learning session, we found a difference 
between the gender- matching and mismatching condi-
tions on the EPN, with an enhanced negative amplitude 
for matching trials. The EPN is typically associated with 
the attentive encoding of emotional or motivational rel-
evance (Schupp et al.,  2006). Evidence from associative 
learning studies is mixed, with some reports of enhanced 
ERP negativities for CS+ compared to CS− (Bruchmann 
et al., 2021; de Sá et al., 2018; Schellhaas et al., 2020) and 
others demonstrating differences between EPN effects 
of acquired and inherent relevance (Aguado et al., 2012; 
Hammerschmidt et al., 2017). Considering the functional 
link between the EPN and other attention- related ERP 
components (Schupp et al., 2006, 2007), it remains open 
whether the gender congruence manipulation in our study 
induced some kind of emotional relevance or whether the 
EPN effects reflect more general (emotion- independent) 
attentional processes.

4.2.2 | Test session

In the test session, in line with our predictions, pupil size 
did not show modulations by emotion or congruence. 
Physiological measures have been shown to extinguish 
fast, even when differentiation in neural measures is still 
persistent (e.g., Hammerschmidt, Kagan, et al.,  2018; 
Pastor et al., 2015). Similar to the learning session, but dif-
ferent from what we expected, virtually all ERP modula-
tions were related to gender congruence. These findings 
suggest a generalization of some processing differences to 
a different task (i.e., gender matching vs. gender decision). 
The most unexpected finding was the modulation at early 
processing stages, reflected in enhanced P1 amplitudes for 
the faces of the previously gender- incongruent condition. 
The P1 has mostly been associated with the processing of 
lower- level stimulus properties, as well as with the rapid 
detection of conditioned motivated or emotional salience 
(Aguado et al., 2012; e.g., Hammerschmidt et al., 2017; but 

cf. Bruchmann et al., 2020; Müller- Bardorff et al., 2016). 
In general, early visual processing is influenced by task 
demands and perceptual load (Handy et al.,  2001; Pratt 
et al., 2011). However, the CS– US pairing was completely 
randomized for each participant. Therefore, even though 
some voices or faces might have been more difficult to 
extract gender information from, physical stimulus char-
acteristics of the face cannot explain this effect. Since 
participants could not anticipate whether a congruent 
or incongruent face would be presented due to the rand-
omized order of presentation, P1 differences are necessar-
ily related to the processing of the stimuli. In contrast to 
other fear- conditioning studies with faces, which reported 
an enhancement of the CS+, Sperl et al. (2021) found an 
increased response for CS− faces in occipito- temporal 
channels at the typical P1 time window. The authors sug-
gested that smaller P1 amplitudes for CS+ could be caused 
by prolonged attention during learning and thus a smaller 
prediction error for CS+. This illustrates an interesting dis-
sociation between early (P1) and subsequent processing 
stages. Liu et al. (2011) analyzed P1 amplitudes as a func-
tion of stimulus repetition and found larger P1 amplitudes 
for CS+ at the beginning, with a switch in favor of CS− stim-
uli toward the end of the experiment. In our study, gender- 
incongruent face- voice pairs seemed to be processed less 
elaborately, as indicated by a larger prediction error with 
increased amplitudes of the P1 and decreased mid- latency 
and late ERPs, as well as slower RTs during learning. 
This prediction error appeared to persist even during ex-
tinction. The only pre- registered visual ERP component 
that was modulated by an interaction of congruence and 
emotion was the N170 component during the test session, 
which was characterized by a smaller mean (but not peak) 
amplitude for the conditioned incongruent CSneu faces 
compared to all others. However, we expected that, if at 
all sensitive to our experimental condition, it would show 
an enhancement for matching and emotionally, especially 
negatively conditioned faces, as found in other studies 
(e.g., Bruchmann et al.,  2021). We cannot exclude that 
(neutral) faces with neutral gender- mismatching voices 
elicited a stronger interference for configural processing 
of the faces, again implying functional dissociation of the 
N170 to the other components, although this assumption 
would need to be tested by future studies. Notably, during 
test, the interaction effect was only significant for the N170 
mean but not peak amplitudes. As the pre- registered N170 
component was measured at partly overlapping electrodes 
as the EPN component, the mean amplitude effect during 
the N170 time window might already represent a mixture 
of configural face processing and relevance encoding (for 
a discussion about distinct N170 and EPN emotion effects, 
see Rellecke et al., 2012b). However, for the EPN, the in-
teraction between conditioned emotion and congruence 
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failed significance, whereas the difference between con-
ditioned gender- matching and mismatching conditions 
became more pronounced.

The latter finding, albeit unexpected, is interesting in 
several respects: First, the pattern of the EPN differences 
between all conditions was very similar in both sessions 
and seemed to be robust enough over time and across 
different task demands. Second, the scalp topography of 
the congruence effect showed high conformity to typical 
emotion- based effects known from studies with inherent 
emotional salience, such as facials expression of emo-
tion, emotional words, or complex scenes (e.g., Bayer & 
Schacht,  2014). The EPN modulation by conditioned 
gender congruence is corroborated by indicators of overt 
behavior, that is, faster gender decisions during the test 
session. Eventually, gender- matching faces acquired pos-
itive valence because they were easier to process during 
learning. In comparison, gender- mismatching faces did 
not seem to acquire strong negative valence but were 
probably more treated as an artificial by- product of the 
task. Alternatively, gender- incongruent voices might have 
introduced uncertainty about the gender of the face due 
to a reflexive integration of the face and the voice toward 
a whole- person concept, which was not overcome by the 
repetitions of the learning session. Even when the voice 
was no longer present in the test session, this learned un-
certainty made it more difficult to decide on the gender of 
the face. Finally, the LPC component was neither modu-
lated by emotion nor by congruence in the test session, 
probably due to the task setting (e.g., Hammerschmidt 
et al., 2017; Rossi et al., 2017).

4.3 | Emotional implicitness of the task

We expected that emotional vocalizations would capture 
increased attention due to their social and biological rele-
vance (Johnstone & Scherer, 2000) and that the relevance 
would be transferred to the faces via associative learning. 
Looking at the acquisition period, when faces were con-
ditioned with inherent emotional vocalizations, we found 
that the RTs were affected not only by the gender (in- )con-
gruence but also by the emotion of the vocalization. Thus, 
emotional relevance indeed affected behavior as expected, 
but it did not transfer to learning to the same extent as 
the task- relevant gender congruence. Possible reasons are 
discussed in the following.

Can faces be conditioned with auditory emotional ex-
pressions? Emotional expressions of the face and voice 
naturally show variations within people and among situ-
ations. One could argue that faces naturally show some 
“resistance” to be conditioned with information that is 
naturally very variable and not stable. However, Aguado 

et al. (2012) successfully associated faces with positive and 
negative emotional expressions of the identically portrayed 
individual (same modality). Cross- modal associations 
have also been demonstrated in fear- conditioning studies 
(Miskovic & Keil,  2012), with some of them using aver-
sive screams (Bruchmann et al., 2021; Glenn et al., 2012; 
Schindler et al.,  2022). Effects of cross- modally associ-
ated valence through affect bursts have been shown for 
a valence- implicit and valence- explicit retrieval task, al-
though participants were not instructed to attend to a spe-
cific stimulus feature during learning (Ziereis & Schacht, 
2023), indicating that also less intense vocal stimuli can be 
successfully associated to faces.

How much attention to the emotional valence of a US is re-
quired to form stable emotion- based associations? Crucially, 
in many fear- conditioning paradigms, the unconditioned 
stimuli were not task- relevant but consisted of highly aver-
sive stimuli. If stimuli of lower intensity were used, most 
task instructions aimed at making CS– US contingencies ex-
plicit or included valence and/or arousal ratings as outcome 
measures. In contrast, we not only did not instruct partici-
pants about the CS– US contingency, but we implemented 
a task in which exclusively other features, that is, gender 
information, of the stimuli were relevant. In fact, the ma-
jority of participants were not aware of the emotional CS– 
US contingency, as indicated by our memory checks. Still, 
our task ensured that they attended to both the CS and US. 
Attention and executive load can modulate conditioning 
effects also with stronger aversive stimuli such as electric 
shocks (Hur, Iordan, Berenbaum, & Dolcos, 2016). Despite 
the participants' high accuracy, the gender- matching task 
might have prevented emotional conditioning by being 
more demanding than other, valence- irrelevant task de-
signs. Nevertheless, learning about the face- voice associa-
tions did occur, as indicated by the long- lasting and robust 
gender congruence effects on ERP measures. Therefore, it 
seems plausible that the attention toward gender informa-
tion might have suppressed associative learning of emo-
tion, although emotional vocalizations were processed 
differently from neutral sounds.

4.4 | Limitations and future directions

First, we only tested the explicit CS– US contingency related 
to emotion. To rule out that the missing effect was caused 
by the lack of CS– US contingency awareness, future stud-
ies should examine whether the gender congruence is ex-
plicitly retrievable and whether this explains differences 
between congruence and emotion effects. Second, based 
on previous research, we expected intermediate effect 
sizes for associated valence. However, the overall associ-
ated valence effects in our study were rather small (and 
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small to intermediate for the congruence effects). A larger 
sample size would be needed to test the robustness of the 
small(er) valence effects if they are considered to be prac-
tically relevant. Several aspects can be identified that may 
have reduced overall learning in our study, independent 
of specific experimental conditions: Due to a technical im-
precision, the onset of the voice stimulus jittered (±9 ms) 
around the offset of the face stimulus— unsystematically 
across stimuli or conditions. Thus, some trials could be 
considered as delay conditioning trials and others as trace 
conditioning trials, the latter of which may have reduced 
the overall learning rate. There is also the possibility that 
the mere presence of gender- mismatched face- voice pairs, 
which may have been perceived as artificial, could have 
altered the overall processing of emotion in the voice, that 
is, for both matching and mismatching face- voice pairs. A 
modified learning paradigm with no (or fewer) incongru-
ent face- voice pairs may eliminate this possibility. More 
generally, we used a paradigm in which emotion was 
neither task- relevant during learning nor during testing. 
Therefore, the specific role of feature- based attention and 
task relevance during conditioning and retrieval should 
be investigated in a systematic cross- over setting, possi-
bly with multiple stimulus features besides gender and 
emotion, in order to generalize the findings. Investigating 
the role of feature- based attention in the context of fear- 
conditioning and extinction may ultimately contribute to 
the improvement of therapeutic interventions (e.g., expo-
sure therapy) in the context of clinical research.

5  |  CONCLUSION

We implemented an associative learning paradigm to 
investigate whether neutral faces automatically acquire 
emotional relevance when associated with cross- modal 
emotion from the voice, while emotion was not task- 
relevant. Emotion effects were limited to auditory ERPs, 
pupil size, and RTs in the acquisition period, possibly 
being immediately elicited by the emotional burst. In 
contrast, the task- relevant gender congruence of the face- 
voice pairs impacted virtually all measures during acquisi-
tion. More strikingly, however, it modulated neural (P1, 
N170, and EPN) and behavioral responses to previously 
conditioned faces during test on the following day and in 
a different task. Our results suggest that, despite success-
ful face- voice integration and the effects of emotion on the 
processing of affective voice stimuli, associative learning 
of emotional relevance is not guaranteed.
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