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Abstract 

Are ovulatory cycle shifts in women’s mate attraction and preferences robust? What are 

underlying mechanisms of potential cycle shifts? These questions are the subject of a current 

scientific debate surrounding the good genes ovulatory shift hypothesis. Here, we report a 

large, preregistered, within-subjects study, including salivary hormone measures and 

conception risk estimates based on luteinizing hormone tests. In four sessions across one 

ovulatory cycle, N = 257 women (= 1028 sessions) rated the attractiveness of 40 natural male 

bodies, 40 natural female bodies and 40 objects. Multilevel analyses yielded weak evidence 

for ovulatory increases in women’s general attraction, specifically to male bodies, though they 

are not systematically related to changes in steroid hormone levels. Further, we found no 

compelling robust evidence for mate preference shifts across the cycle, as only one out of 

many different tests showed some weak evidence for such effects. Mechanisms regulating 

cycle shifts, the impact of our results on developing and revising cycle shift theories, and 

influences of different methodologies on results are discussed. 
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Introduction 

Do women’s mate preferences change across the ovulatory cycle? This research question is 

currently topic of a controversial scientific debate. According to the most prominent 

hypothesis in the ovulatory cycle literature, the Good Genes Ovulatory Shift Hypothesis 

(GGOSH, Gangestad et al., 2005), women’s mate preferences should shift across the cycle. 

More precisely, when being fertile, women should prefer to mate with men who display 

putative indicators of genetic fitness, which should aid them in obtaining “good genes” that 

will be passed on to their offspring. These preferences should only be present when evaluating 

men for short-term, sexual relationships and be absent when not fertile (Gildersleeve et al., 

2014). As the ovulatory cycle is regulated by hormonal changes, steroid hormones are 

assumed to be the mechanism behind preference shifts across the cycle. Whereas higher levels 

of estradiol and lower levels of progesterone characterize the fertile (late follicular) phase, 

levels of estradiol are lower and levels of progesterone much higher during the luteal phase 

(between ovulation and menstrual onset), except for a second smaller estradiol peak mid-

luteal (Roney & Simmons, 2013). 

Numerous previous studies have reported evidence in favor of the GGOSH. Cycle 

shifts in mate preferences were reported for a number of different purported genetic fitness 

indicators, such as masculine faces (e.g. Penton-Voak et al., 1999) and voices (e.g. Puts, 2005, 

2006), masculine or muscular bodies (Gangestad et al., 2007; Little et al., 2007), and 

dominant behaviors (Gangestad et al., 2004, 2007). However, besides controversies around 

the claim whether these traits really indicate male genetic fitness (e.g. Lee et al., 2014; Scott 

et al., 2014), the GGOSH is currently debated because of numerous studies failing to find 

compelling evidence in line with its predictions regarding preference shifts across the cycle. 

This controversy became prominent around 2014, when two meta-analyses on cycle shifts in 

women’s mate preferences came to strikingly diverging conclusions about the existence of 
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such cycle shifts (Gildersleeve et al., 2014; Wood et al., 2014). Furthermore, methods used in 

previous studies reporting evidence in line with the GGOSH have been extensively criticized 

(e.g. Arslan et al., in press; Blake et al., 2016; Gangestad et al., 2016; Jones et al., 2019) with 

regard to insufficently low test power (which could lead to an overestimation of effect sizes 

and noisy, unreliable results), a high flexibility in defining the fertile window (mostly using 

rather imprecise counting methods), between-subject designs to test a within-subjects effect, 

no direct hormone assessments, as well as intransparency and high degrees of flexibility in 

statistical analyses. Consequently, raised criticism has cast doubt on the reliability and 

validity of previous findings and highlighted the need for new studies employing more 

rigorous methods. 

During recent years, multiple studies were conducted to address previous criticism and 

rigorously test the GGOSH. They employed larger sample sizes, more valid fertile window 

estimates (validated with urine tests of the luteinizing hormone, LH, which peaks shortly 

before ovulation), within-subjects designs, steroid hormone assays, and employing Open 

Science practices. Interestingly, the vast majority of these newer studies found no compelling 

evidence for ovulatory cycle shifts in mate preferences for men‘s faces (Dixson et al., 2018; 

Jones et al., 2018a; Marcinkowska et al., 2018), bodies (Jünger et al., 2018a; Marcinkowska et 

al., 2018; van Stein et al., 2019), voices (Jünger et al., 2018b) and behaviors (Stern et al., 

2020). However, some of these studies presented evidence for shifts in mate attraction instead 

of mate preferences, in that all men were evaluated as being a little more attractive when 

fertile, independent of male characteristics. Such a shift in mate attraction might be linked to 

an increase in general sexual desire during the fertile phase, indicating an increase in mating 

effort around ovulation (Arslan et al., in press; Jones et al., 2018b; Jünger et al., 2018a, 

2018b; Roney & Simmons, 2013, 2016; Stern et al., 2020). This new data was met with 

scrutiny by the original proponents of the GGOSH. For example, recently Gangestad and 
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colleagues (2019) reanalyzed open data from Jünger and colleagues (2018a) and argued that 

their data actually show cycle shifts in preferences for men’s bodies when including women’s 

relationship status in a three-way interaction and changing multiple other analytical decisions. 

However, this conclusion was challenged by a multiverse analysis showing no robust 

evidence for cycle shifts in preferences for men’s bodies with the same data (Stern et al., 

2019), and critiques of Gangestad and colleagues’ (2019) analytical decisions and 

interpretation of results (Higham, 2019; Jones et al., 2019b; Roney, 2019; Stern et al., 2019). 

Again, all involved researchers highlighted a need for further well-powered studies with 

rigorous methods to scrutinize potential effects of women’s ovulatory cycle and reproductive 

hormones on their mate preferences. 

Alongside this controversy, alternative explanations on cycle effects on female mating 

psychology were developed. The Motivational Priority Shifts Hypothesis (Roney, 2018a) 

suggests that, rather than their mate preferences, women’s motivations change across the 

cycle: when women can conceive, their mating motivations (e.g. sexual interests) have a 

greater priority because the probability of conception provides potential fitness benefits that 

outweighs potential costs of sex (Roney, 2018a; Roney & Simmons, 2017). Other motivations 

(e.g. motivation to forage and eat) have lower priority during the fertile phase, but higher 

during cycle phases when women cannot conceive (e.g. the luteal phase). Steroid hormones, 

especially estradiol and progesterone, should regulate shifts in sexual motivation (Roney, 

2018a). Non-hormonal factors, such as women’s relationship status, might also affect mating 

motivation, probably independently of hormonal effects (Roney, 2018a), because women’s 

mating psychology might be sensitive to the presence or absence of a stable investing partner 

(Pillsworth et al., 2004), as costs of pregnancy might outweight its benefits when a long-term 

supportive mate is not available. Furthermore, self-reported stress appeared to be another 

factor that affects reproductive hormones (Roney & Simmons, 2015), which, in turn, might 
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influence changes in mate attraction (Jünger et al., 2018a). Reported shifts in mate attraction 

(Jünger et al., 2018a, 2018b; Stern et al., 2020) and general sexual desire (Arslan et al., in 

press; Jones et al., 2018b; Roney & Simmons, 2013, 2016), as well as effects of relationship 

status on mate attraction and sexual desire (Jünger et al., 2018a; Roney & Simmons, 2016), 

are in line with this hypothesis. Shifts in sexual desire and mate attraction might even be 

connected in that increased fertile phase sexual desire may lead to perceiving other men as 

being more attractive, thus, mediating a potential increase in mate attraction. 

Another hypothesis with some supportive recent evidence is that some of the 

previously reported effects of changes in women’s mating psychology may in fact be 

between-women, not within-women, hormonal effects (DeBruine et al., 2019; Havlíček et al., 

2015; Marcinkowska et al., 2018b). More precisely, mate preferences for masculine faces 

were predicted by the interaction of between-women progesterone levels and relationship 

status, rather than by within-women hormonal shifts. This might explain why most of the 

studies supporting cycle shifts in mate preferences were between-subject studies (e.g. 

Gangestad et al., 2004, 2007; Little et al., 2007; Puts, 2005; 2006), whereas recent within-

subjects studies did not report compelling evidence for this effect (Dixson et al., 2018; Jones 

et al., 2018a; Jünger et al., 2018a, 2018b; Marcinkowska et al., 2018a; Stern et al., 2020; van 

Stein et al., 2019). 

 Here we aim to contribute to the current debate on the existence of preference shifts 

across the ovulatory cycle by investigating shifts in female preferences for men’s bodies, the 

dimension for which cycle shifts have been most controversial. For this purpose, we test N = 

257 women, each in four individual sessions across their ovulatory cycle (resulting in 1028 

sessions), in which they rate the attractiveness of 40 natural 3D male bodies, as well as 40 

natural 3D female bodies and 40 3D objects as controls. 
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To test the Motivational Priorities Hypothesis, we preregistered several hypotheses 

(https://osf.io/29n5j): Naturally cycling women with higher conception risk (Hypothesis 1a), 

as well as with a higher estradiol-to-progesterone ratio (henceforth E/P; Hypothesis 1b) 

should evaluate male bodies as more attractive. We expect both effects to be stronger for 

women in relationships (Hypothesis 1c), to be stronger when women are less stressed out 

(Hypothesis 1d) and to be mediated by sexual desire (Hypothesis 1e). We expect the effect of 

conception risk on attractiveness ratings to be mediated by a higher E/P (Hypothesis 1f)1.  

To test the GGOSH, we preregistered the following hypotheses: Naturally cycling 

women with higher conception risk should evaluate muscular male bodies (Hypothesis 2a), 

physically dominant male bodies (Hypothesis 2b), and bodies that are tall, belong to 

individuals that are physically stronger and have higher baseline testosterone levels, higher 

upper arm circumference, higher upper torso volume (relative to lower torso volume), higher 

SHR (shoulder-hip ratio) and SCR (shoulder-chest ratio) (Hypothesis 2c) as more attractive 

(see Table S1 for a justification for these traits). These effects are expected to be stronger for 

women in relationships (Hypothesis 2d), to be stronger when women are less stressed out 

(Hypothesis 2e, see Ditzen et al., 2017), to be significant when conception risk as a predictor 

is replaced by the E/P (Hypothesis 2f) and to remain stable when controlling for men’s body 

fat mass (Hypothesis 2g). 

In an exploratory manner, we also include between-subjects hormone effects and test 

effects with attractiveness ratings of female bodies and inanimate objects, rather than male 

bodies, as outcomes. Multiple patterns of results are plausible for female body ratings. 

Ratings might increase when conception risk is high because women’s sexual arousal is non-

specific (Chivers, 2005) or other women might be seen as rivals and derogated when 

                                                           
1 Analyses and results for this hypothesis can be found in the supplementary material (page 9), as we noticed that 

E/P and conception risk were highly correlated and, thus, having both as predictors in the same model is not as 

informative as we thought when preregistering the hypothesis. 
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conception risk is higher, leading to lower attractiveness ratings (Fisher, 2004). However, if 

participants rate specific female body cues (e.g. muscularity) as being more attractive when 

conception risk is high, this pattern of results would, in our understanding, contradict the 

GGOSH. Preference shifts are specifically assumed for men (to enhance reproductive 

success) and preference shifts for women cannot be seen as an adaption to obtain potential 

good genes. Object ratings should not be influenced by conception risk or hormone levels, but 

if they are, this would contradict the Motivational Priority Shifts Hypothesis and might 

indicate confounding effects of, for example, mood or study design and must be investigated 

further. 

Methods 

Our hypotheses, study design, sampling and analysis plan were pre-registered online at the 

Open Science Framework (https://osf.io/29n5j) before any data on the women have been 

collected or analyzed. Open data, analysis script, and material are also provided 

(https://osf.io/4jcuf). All participants signed a written consent form and the local ethics 

committee approved the study protocol (no. 225). 

Participants and recruitment 

A total of 257 heterosexual female participants (aged 18-35 years, M = 23.2, SD = 3.3), out of 

282 recruited, finished all sessions, and were therefore included in further analyses2. The 25 

dropouts resulted from 16 women who attended only the introductory session and nine 

women who only completed one or two testing sessions (for the following reasons: not 

responding to emails anymore (9), decided not to take part without providing further reasons 

(3), scheduling problems (2), switch to hormonal contraception (2), taking the morning after 

                                                           
2 Please note that we have preregistered a sample size of N = 250, to reach a sample of n = 200 participants for 

our conception risk analyses with all women fulfilling all inclusion criteria. Our actual sample size is seven 

participants larger than what we have preregistered, because we expected more people to drop out. However, we 

decided to include all N = 257 participants to reach the preregistered sample of exact n = 200 participants for our 

conception risk analyses. 
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pill (2), health issues (2), moved to a different city (1), irregular mid-cycle bleeding (1), very 

long irregular cycle >50 days (1), claimed to not fit into the inclusion criteria anymore (1), or 

pregnancy (1)). Our participants had to fulfill the following preregistered criteria to take part 

in the study: female, between 18 and 35 years old, naturally cycling (no hormonal 

contraception for at least three months, no expected switch to hormonal contraception while 

in the study, no current pregnancy or breastfeeding, no childbirth or breast-feeding during the 

previous year, not taking hormone-based medication or anti-depressants, no endocrine 

disorders). Additionally, included participants reported their ovulatory cycles being of regular 

length between 25 and 35 days, at least during the last 3 months. Our sample size largely 

exceeds the size required to achieve 80% power given a within-subjects design and 

anticipated effects of moderate magnitude, as suggested by recent guidelines for sample sizes 

in ovulatory shift research (Gangestad et al., 2016). More precisely, these guidelines suggest a 

sample size of N = 48 participants with two testing sessions each (= 96 sessions) and LH test 

validated cycle phases, to have sufficient power to detect Cohen’s d = 0.5. In contrast, the 

current study has sufficient power to detect much smaller effect sizes with N = 257, four 

testing sessions per participant (= 1028 sessions) and LH validated scheduling. Further, our 

study exceeds all sample sizes of previous studies that investigated cycle shifts in preferences 

for male bodies by at least n = 100 participants.  

Procedure 

All participants took part in five individually scheduled sessions. In the first introductory 

session, participants received detailed information about the general procedure, duration of 

the study, and compensation. The experimenter explained the LH ovulation tests and checked 

the inclusion criteria. Average cycle length as well as the dates of the last, the penultimate and 

the next menstrual onset were assessed to plan the dates of the next sessions.  

Sessions two to five were computer-based testing sessions and took place across 

different phases of the ovulatory cycle, scheduled based on backward counting and the 
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observed LH test surge. Suitable testing days were computed with the help of an Excel sheet 

created for that purpose (see open material). All participants completed two sessions in their 

expected fertile phase (mid to late follicular phase, approx. 5-6 days before ovulation) and 

two sessions in their expected luteal phase (one session in the mid luteal phase, one session in 

the premenstrual phase). Scheduling was validated via LH test results and via following up to 

the day of the next menstrual onset. Details can be found in the supplementary material. The 

starting session for each participant depended on their current cycle phase at the introductory 

session and their personal schedule. Of all participants who finished all sessions, 134 

participants started with the first session in their fertile phase, and 123 started in the luteal 

phase.  

To control for possible effects of diurnal changes in hormone levels, all sessions were 

scheduled in the second half of the day (between 12pm and 6pm). When arriving at the lab, 

participants first completed a screening questionnaire, assessing their eligibility and some 

control variables for saliva sampling (Schultheiss & Stanton, 2009). Next, saliva samples 

were collected via passive drool. Then, participants started a rating task, rating men’s bodies, 

women’s bodies, or objects. Rating tasks and trials were randomized between each participant 

and session. Instructions, stimuli material (see below) and procedure were similar to the study 

by Jünger and colleagues (2018a). Participants were instructed to evaluate all men, women, 

and objects as they perceived them “in that moment”, independently of their own current 

relationship status, sexual orientation, general interest in other men, or ratings in previous 

sessions. Participants were then presented with the stimuli in a randomized order. Men’s 

bodies, women’s bodies, and objects (e.g. chair, candle, clock, bike, table) were not mixed, 

but shown in blocks of the same kind of stimuli. All stimuli were displayed rotating around 

their vertical axis, allowing them to be inspected from every side. To avoid the influence of 

confounding variables like facial attractiveness or skin color, stimuli were consistently 

colored in grey, without texture or head (see Figure 1), containing information on body 



11 
 

morphology only. Participants rated each stimulus separately after at least one full rotation but 

were able to inspect them as long as they preferred. Men’s and women’s bodies were rated for 

sexual attractiveness on an eleven-point Likert scale from -5 (extremely unattractive) to +5 

(extremely attractive). Objects were rated on comparable Likert scales, but from -5 (extremely 

unappealing) to +5 (extremely appealing), as rating objects on sexual attractiveness would 

have been odd. Definitions of rating categories were provided prior to rating: 

Sexually attractive: Men/women that score high are men/women that you would find very 

attractive for a sexual relationship that can last for a short time and must not contain any other 

commitment. Men/women scoring low are men/women that you would find very unattractive 

for a sexual relationship. 

Appealing: Objects that score high are objects that you find aesthetic, beautiful, and 

comparable to what would be attractive in humans. Objects scoring low are objects that you 

find are very unaesthetic, not beautiful, and comparable to what you would see as being 

unattractive in humans. 

All rating studies were conducted using the open source framework Alfred 

(Treffenstaedt & Wiemann, 2018), which is based on the programming language Python 

(version 2.7). Besides the rating tasks described in the current study, participants also had to 

complete other tasks, a) to make sure that participants took breaks between the ratings tasks 

and b) as part of a larger study (for details on all assessed data, see https://osf.io/th6rf). All 

different tasks were randomized between participants and sessions. Upon completion of all 

sessions, participants received a payment of 60€ or course credit. 
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Figure 1 

Static examples of 3D stimuli. 

 

Measures 

 Conception risk 

Participants’ conception risk was assigned based on highly sensitive (10mIU) LH urine 

ovulation test strips from MedNet GmbH, following the procedure of Study 1 in Jünger et al. 

(2018b) and Shirazi et al. (2019), which is based on previous studies (see Table 1)3. 

Participants started LH-testing after menstruation (around reverse cycle day 21) and continued 

until a rise of LH (positive tests) was observed and a minimum of two days after the tests 

were negative again (as suggested by Roney, 2018b). Participants were provided with a 

minimum of ten LH tests each and provided daily pictures of the tests to the investigators for 

confirmation. LH results were used to allow flexible scheduling in case LH test results 

differed from the scheduling based on counting (see supplementary material for details). 

 

 

 

                                                           
3 Newer conception risk data has been published recently (Faust et al., 2019). However, we decided not to 

include this data in our conception risk measure because we preregistered our measure as displayed in Table 1 

and wanted to follow our preregistered plan. 
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Table 1 

Conception risk estimates relative to the day of ovulation from previous studies and the 

weighted average value used in the current study. 
Day 

relative to 
ovulation 

Day relative 
to LH peak 

Schwartz et 
al., (1980) 

Wilcox et 
al., (1998) 

Colombo & 
Masarotto 

(2000) 

Weighted 
average 

-8 -7 0 0 0.00 0.00 

-7 -6 0 0 0.01 0.01 

-6 -5 0 0 0.03 0.02 

-5 -4 0.04 0.04 0.07 0.06 

-4 -3 0.14 0.13 0.18 0.16 

-3 -2 0.2 0.08 0.24 0.20 

-2 -1 0.2 0.29 0.26 0.25 

-1 0 0.34 0.27 0.21 0.24 

0 1 0.14 0.08 0.10 0.10 

1 2 0.07 0 0.01 0.02 

2 3 0 0 0.04 0.02 

Note: All other days (not mentioned here) were assigned a conception risk of 0.00 

 

To determine conception risk, we checked how many cycles were reported as being 

irregular (i.e. > 40 days, < 20 days, or the length deviated more than five days from 

participant’s average cycle length). Even though all participants reported regular cycles in the 

introductory session, 28 of the 257 women had an irregular cycle (11%). Furthermore, n = 16 

participants observed negative LH tests despite having regular cycles, possibly due to non-

ovulatory cycles (6%). Nine participants did not do (enough) LH tests to detect a surge or 

reported invalid results only (4%), and four participants were missampled for other reasons 

(2%). Following our preregistration, these participants (n = 57; 22%) were excluded for all 

conception risk analyses (as conception risk cannot be reliably assigned). These numbers are 

comparable or even lower than in previous cycle studies. Of these remaining n = 200 

participants for conception risk analyses, 98 started with the first session in their luteal phase, 

and 102 started fertile. However, all 257 women were included in the hormone analyses. 

 Hormone measures 

For hormone assays, we collected four saliva samples from each participant (one per testing 

session). Contamination of saliva samples was minimized by asking participants to abstain 
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from eating, drinking (except plain water), smoking, chewing gum, or brushing teeth for at 

least one hour before each session. The samples were stored at -80°C directly after collection 

until shipment on dry ice to the Kirschbaum Lab at Technical University of Dresden, 

Germany (one freeze-thaw cycle), where progesterone was assessed via liquid 

chromatography mass spectrometry (LCMS, Gao et al., 2015)4. Since the lab had no valid 

protocol for LCMS analysis of estradiol levels, the samples were reanalyzed for estradiol 

using the highly sensitive 17β-estradiol enzyme immunoassay kit (IBL International, 

Hamburg, Germany). Samples were analyzed in singlets, however, the lab reported that their 

procedure yields CVs < 11%. There was a significant large association (β = 0.71, 95%CI 

[0.41; 1.01]) between conception risk and E/P (γ = 3.95, SE = 0.93, 95%CI = [2.12; 5.77], t = 

4.24, p <.001), validating our conception risk measure. Table 2 displays hormone 

concentrations as a function of conception risk. We centered all hormone values on their 

subject-specific means and scaled them afterwards (i.e. divided them by a constant), so that 

the majority of the distribution for each hormone varied from -0.5 to 0.5 to facilitate 

calculations in the linear mixed models (e.g. as in Jones et al., 2018; Jünger et al., 2018a, 

2018b). This is a common procedure to isolate effects of within-subject changes in hormones, 

avoiding the influence of outliers on results and dealing with the non-normal distribution of 

hormone levels. Hormone levels were nearly normally distributed afterwards, a figure 

showing the distribution of hormone levels after this procedure can be found in the 

supplement (Figure S1). Importantly, this procedure did not change any findings compared to 

                                                           
4 Liquid to liquid extraction was carried out by adding 20 µL internal standard and 1 mL ethyl acetate to 400 µL 

saliva in a 2 mL polypropylene tube. The resulting mixture was subsequently rotated for 1 min on the vortex and 

then centrifuged for 10 min at 12000 r/min with centrifuge (Hettich, MIKRO 22 R). The ethyl acetate layer was 

transported to a new glass tube and evaporated to dryness under nitrogen. The residue was resuspended in 120 

µL methanol/water in a ratio of 50:50 (v/v), 50 µL of which was injected into the LC-MS/MS system. The LC-

MS/MS system consisted of Shimadzu HPLC system, and AB Sciex Triple Quad 6500+ System equipped with 

the electrospray ionization (ESI) source. See Gao et al. (2015) for more details. 
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analyses with untransformed hormone values. The R code for this procedure can be found in 

the open script. 

Table 2 

Hormone concentrations as a function of conception risk 

Conception 

risk 

Estradiol pg/ml 

mean (SD) 

Progesterone pg/ml 

 mean (SD) 

E/P mean (SD) 

0.00 3.95 (1.85) 42.60 (56.54) 0.54 (0.99) 

0.01 3.86 (1.85) 7.56 (11.99) 1.39 (0.99) 

0.02 3.74 (1.51) 9.13 (11.79) 1.31 (1.39) 

 0.06  4.30 (2.55) 4.30 (8.79) 2.27 (2.29) 

0.1 4.66 (1.75) 8.80 (6.81) 0.98 (0.96) 

0.16 4.06 (1.48) 6.51 (9.75) 1.41 (0.96) 

0.2 3.82 (1.67) 5.78 (7.58) 1.39 (1.31) 

0.24 4.34 (1.65) 7.65 (8.33) 1.54 (2.90) 

0.25 4.11 (2.01) 5.88 (6.28) 1.39 (1.65) 

 

 Stimuli and masculinity measures 

Fourty male bodies and 40 female bodies, collected in independent studies (men: Kordsmeyer 

& Penke, 2019; women: Jünger et al., 2018a), and 40 objects, randomly selected from a 

database (https://archive3d.net) and converted to fit to the presentation of the bodies, were 

presented. All bodies were natural bodies of men or women in standardized underwear (tight 

shorts or sports underwear), captured with a high-resolution 3D body scanner (Vitus Smart 

XXL by Human Solutions). Men and women were instructed to stand upright with legs hip-

wide apart, arms extended and held slightly away from the body, making a fist with thumbs 

showing forward, the head positioned in accordance with the Frankfort Horizontal, and to 

breathe normally during the scanning process. Body models were scaled so that they retained 

original height differences. Out of 165 available male and 157 female bodies, we preselected 

stimuli based on adequate scan quality and no missing values on target’s data, and randomly 

selected 40 bodies for males and females each out of the remaining ones.  

Visual cues of upper body strength were directly measured from the body scans using 

the automatic measures of the software Anthroscan (all according to ISO 20685:2005), 
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including the following parameters relevant to this study: bust-chest girth (Anthroscan 

measure 4510), hip girth (7520), and upper arm girth (8520). In addition to automatic 

measurements, biacromial shoulder width was measured manually (on screen) as the direct 

distance between the left and right acromion processes. The volume (in liters) of upper torso 

and lower torso was also measured from scans. We calculated shoulder-chest ratio, shoulder-

hip ratio, and the relative volume of upper torso to lower torso. Physical strength was 

operationalized as the aggregated mean of the dominant hand grip and upper body strength, 

measured with a hand dynamometer (Saehan SH5001), following the procedure described in 

Sell and colleagues (2009). The maximum strength of three trials for each measurement was 

used. Height was measured with a stadiometer. To measure testosterone levels, saliva samples 

were taken (for details for male stimuli see Kordsmeyer & Penke, 2019, and for female 

stimuli Jünger et al., 2018a). Stimuli muscularity was rated separately for male and female 

stimuli by 20 independent raters on seven-point Likert scales from 1 = “not at all muscular” 

to 7 = “very muscular”. Cronbach's alphas for ratings were high (α = .97 for male bodies, α = 

.91 for female bodies), thus, ratings were averaged. Men’s bodily dominance ratings were 

collected in a previous study (Kordsmeyer et al., 2018), by asking participants “How likely is 

it that this man would win a physical fight with another man?” on an eleven-point Likert scale 

from -5 = “extremely unlikely” to +5 = “extremely likely”. 

 Relationship status  

Women’s self-reported relationship status was assessed in every testing session using a single 

item “What is your current relationship status? (Single – in a committed relationship – in an 

open relationship – engaged - married)”. In case the relationship status changed across the 

different sessions, their data were categorized in accordance with their relationship status on 

the particular testing day. Relationship status was effect-coded with -1 = single and 1 = in a 

relationship (including all categories other than single). At the beginning of the study, 121 of 

the participants reported being partnered, 136 reported being single. 
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Self-reported stress 

Participant’s self-reported stress levels were assessed via one item (“Today I am stressed out” 

on a 5-point Likert scale from “not at all applicable” to “completely applicable”) at the 

beginning of each session. 

Sexual desire 

Women’s sexual desire was assessed in each testing session with the item5 “How much do you 

desire sexual contact today?” on a seven-point Likert scale from 1 = “not at all” to 7 = “very 

much”. This item was taken from Roney and Simmons (2013). 

Statistical analyses 

All analyses were calculated with the statistic software R 3.6.1 (R Core Team, 2016). The 

following packages were used: lme4 1.1-21 (Bates et al., 2014), lmerTest 3.1-0 (Kuznetsova 

et al., 2013), sjPlot 2.8.3 (Lüdecke, 2018), psych 1.8.12 (Revelle, 2016), dplyr 0.8.3 

(Wickham, 2011), tidyverse 1.2.1 (Wickham, 2019), GPArotation 2014.11-1 (Bernaards & 

Jennrich, 2015). 

As we study a large number of different effects, we preregistered to adjust our alpha 

level to a significance threshold of p < .01. A simple Bonferroni correction would be overly 

conservative. The same significance threshold is applied to all reported effects. All statistical 

tests are two-tailed. 

Results 

Cycle shifts in mate attraction 

For our main analyses, we first tested possible ovulatory cycle shifts in mate attraction 

(Hypotheses 1a-f). For this purpose, we computed multilevel regression models for all 

                                                           
5 Participants also responded to the Sexual Desire Inventory 2 (SDI-2, Spector et al., 1996) and the Sociosexual 

Orientation Inventory Revised (SOI-R, Penke & Asendorpf, 2008) for other purposes. As preregistered, both are 

not part of the current study. 
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analyses, all random slopes were specified maximally6 (including interactions) following Barr 

and colleagues (2013). In addition, for testing Hypothesis 1a, we included attractiveness 

ratings of men’s bodies as outcome variable, women’s conception risk as the predictor 

variable and random intercepts for female participants and male stimuli. This model showed a 

very small significant cycle shift (β = 0.02, 95%CI [0.005; 0.03]) in women’s attraction: with 

higher conception risk, women’s ratings of men’s bodies slightly increased (γ = 0.54, SE = 

0.21, 95%CI = [0.13; 0.95], t = 2.62, p = .009), supporting Hypothesis 1a. Further, when 

modelling E/P rather than conception risk, no significant association of E/P with men’s body 

attractiveness was detected (γ = -0.04, SE = 0.08, 95%CI = [-0.20; 0.13], t = -0.43, p = .671), 

not supporting Hypothesis 1b. Further, we found no compelling evidence that the effects of 

conception risk or E/P were moderated by women’s relationship status (Table 3) or self-

reported stress (Table S4), in contrast to Hypotheses 1c and 1d.  

Table 3 

Multilevel regression analyses of male body attractiveness rating as a function of conception 

risk or E/P and women’s relationship status 

 Estimates SE t p 95% CI 

Conception risk model      

Conception risk 0.70 0.26 2.72 .006 [0.20; 1.21] 

Relationship status -0.15 0.12 -1.42 .211 [-0.38; 0.08] 

Conception risk x Relationship 

status 

-0.29 0.43 -0.69 .489 [-1.13; 0.54] 

E/P model      

E/P -0.01 0.07 -0.08 .935 [-0.14; 0.13] 

Relationship status -0.19 0.11 -1.71 .087 [-0.40; 0.03] 

E/P x Relationship status -0.09 0.19 -0.48 .633 [-0.45; 0.28] 

Note. The outcome in the conception risk model had 32,000 observations (200 participants x 4 

test sessions x 40 stimuli), the outcome in the E/P model had 34,680 observations (257 

participants x 4 test sessions x 40 stimuli – missing values). We effect-coded relationship 

status with -1 = single, 1 = in a relationship. 

 

                                                           
6 We described random slopes for every predictor variable in our preregistration. However, we are slightly 

deviating from the pseudo code in our preregistration (but not from the text), as it accidentally included copy and 

paste errors. More precisely, the pseudocode models did not include slopes, but rather reduced scalar random 

effects. Hence, the pseudo code is in contradiction to the preregistered text and our intentions. 
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Second, we investigated the relationship between male attractiveness ratings, sexual 

desire, and conception risk or E/P (Hypothesis 1e). General sexual desire was positively 

associated with attractiveness ratings of male bodies (γ = 0.08, SE = 0.02, 95%CI = [0.03; 

0.13], t = 3.23, p =.001), indicating that men’s bodies were evaluated as being more attractive 

when participants’ sexual desire was high, but the effect size was close to zero (β = 0.03, 

95%CI [0.01; 0.05]). Further, sexual desire increased with higher conception risk (γ = 4.36, 

SE = 1.26, 95%CI = [1.90; 6.83], t = 3.46, p <.001; β = 0.36, 95%CI [0.16; 0.57]). When 

modeling conception risk and sexual desire as predictors for male attractiveness ratings in the 

same model, both previously reported effects on attractiveness ratings decreased (conception 

risk: γ = 0.50, SE = 0.22, 95%CI = [0.07; 0.93], t = 2.30, p = .022; sexual desire: γ = 0.04, SE 

= 0.03, 95%CI = [-0.01; 0.10], t = 1.44, p = .149). However, there was no significant 

association of E/P and sexual desire (γ = 0.45, SE = 0.98, 95%CI = [-1.47; 2.37], t = 0.45, p 

=.650). When E/P and sexual desire were included as predictors in the same model, 

previously reported effects remained stable (E/P: γ = -0.04, SE = 0.09, 95%CI = [-0.21; 0.13], 

t = -0.44, p = .658; sexual desire: γ = 0.12, SE = 0.03, 95%CI = [0.06; 0.17], t = 4.26, p 

<.001). 

Additional exploratory analyses and robustness checks 

In an exploratory manner, we repeated all analyses reported above with estradiol and 

progesterone as separate predictors. Results revealed a positive main effect of estradiol on 

ratings in only one model, which was not robust in other models and did not reach p <.017. No 

further significant effects were detected; details can be found in the supplementary material 

(Tables S5 – S11). Next, we investigated whether ratings of female bodies or objects were 

related to conception risk or E/P. There was no significant effect of conception risk (γ = -0.16, 

SE = 0.24, 95%CI = [-0.63; 0.30], t = -0.69, p = .493) or sexual desire (γ = 0.03, SE = 0.03, 

                                                           
7 We specified our significance level as p <.01 in our preregistration to adjust for multiple testing. 
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95%CI = [-0.03; 0.09], t = 1.06, p = .288) on female body attractiveness ratings, in contrast to 

both the hypothesis that fertile women rate other women as less attractive because of 

increased intrasexual competitiveness in the fertile phase (Fisher, 2004) and the hypothesis 

that women’s sexual desire might be non-specific to men (Chivers, 2005). Moreover, there 

was no significant effect of conception risk on ratings of objects (γ = 0.24, SE = 0.19, 95%CI 

= [-0.13; 0.61], t = 1.27, p = .206), in contrast to the alternative explanations that the increase 

in attractiveness ratings of male bodies with higher conception risk is due to generally milder 

rating behavior when fertile or other methodological confounds that might artificially create 

attraction effects. No other significant effects were detected; details can be found in the 

supplementary material (Tables S12 – S17). Finally, we controlled our main analyses for a 

possible effect of testing session. All results remained virtually identical (for details see our 

open script PDF file, pp. 142-148). 

Cycle shifts in mate preferences 

Next, we investigated whether women’s mate preferences for masculine bodies shift across 

the cycle. For this purpose, we first ran a factor analysis for the seven body characteristics 

mentioned in Hypothesis 2c, which yielded two factors: Factor 1 (labelled “shoulder factor“) 

and Factor 2 (labelled “strength factor“). Details can be found in the supplementary material 

(Table S3). Second, we ran four models with male body attractiveness as the outcome, and 

conception risk and one male body cue at a time (rated muscularity, rated physical 

dominance, shoulder factor, or strength factor) as predictor variables. As described above, we 

modelled random intercepts for female participants and male stimuli and maximal random 

slopes. Results can be found in Table 4. In all four models, there was a significant but small 

(close to zero) main effect (β = 0.02, 95%CI [0.005; 0.03]) of conception risk, indicating that 

attractiveness ratings increased with higher conception risk, again supporting Hypothesis 1a. 

Further, there were significant medium-sized main effects for rated muscularity (β = 0.60, 
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95%CI [0.48; 0.72]) and rated physical dominance (β = 0.40, 95%CI [0.21; 0.58]), indicating 

that women tend to find more muscular men and men with higher physical dominance as 

being more sexually attractive in general. The main effect for the shoulder factor was 

significant according to conventional standards, but did not reach our preregistered 

conservative significance level of p <.01. However, the confidence interval included small to 

medium effect size estimates (β = 0.25, 95%CI [0.04; 0.46]). None of the interaction effects 

between conception risk and body cues were significant according to our predefined 

significance level, thus showing no compelling evidence for the GGOSH, in contrast to 

Hypotheses 2a, 2b, and 2c. The interaction of conception risk with muscularity (β = 0.01, 

95%CI [0.001; 0.02) was descriptively in line with the GGOSH (and significant according to 

conventional standards), but had a standardized effect size and confidence interval close to 

zero. 

Table 4 

Multilevel regression analyses of male body attractiveness rating as a function of conception 

risk interacting with masculinity cues 

 Estimates SE t P 95% CI 

Muscularity model      

Conception risk 0.54 0.21 2.62 .009 [0.13; 0.95] 

Muscularity 1.57 0.16 10.15 <.001 [1.26; 1.88] 

Conception risk x Muscularity 0.24 0.10 2.33 .020 [0.04; 0.45] 

Dominance model      

Conception risk 0.54 0.21 2.62 .009 [0.13; 0.95] 

Physical dominance 1.04 0.25 4.25 <.001 [0.56; 1.53] 

Conception risk x Physical 

dominance 

0.10 0.11 0.91 .364 [-0.11; 0.31] 

Shoulder factor model      

Conception risk 0.54 0.21 2.62 .009 [0.13; 0.95] 

Shoulder factor 0.73 0.31 2.37 .020 [0.12; 1.34] 

Conception risk x Shoulder factor 0.19 0.12 1.61 .108 [-0.04; 0.42] 

Strength factor model      

Conception risk 0.54 0.21 2.60 .009 [0.13; 0.95] 

Strength factor 0.56 0.29 1.93 .054 [-0.01; 1.13] 

Conception risk x Strength factor 0.09 0.11 0.81 .417 [-0.13; 0.30] 

Note. The outcome variable had 32,000 observations (200 participants x 4 test sessions x 40 

stimuli). Estimates are unstandardized effect size estimates. 
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For testing Hypothesis 2f, we ran the same models as described above, but with E/P as 

a predictor. We also included between-women hormone levels in an exploratory manner. 

Results are displayed in Table 5. Neither within- nor between-women E/P showed significant 

associations with attractiveness ratings. The main effects for the body cues were virtually 

identical to the effects reported above. We found no compelling evidence for interaction 

effects of E/P and body cues, contradicting Hypothesis 2f. Two between-women E/P 

interactions showed descriptive effects in that women with a higher average E/P, relative to 

women with lower E/P, tended to rate less physically dominant men (β = -0.02, 95%CI [-0.03; 

0.001]) and men who scored lower on the strength factor (β = -0.01, 95%CI [-0.02; -0.001]) 

as more attractive. However, confidence intervals for all interaction effects were very narrow 

around zero. 
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Table 5 

Multilevel regression analyses of male body attractiveness rating as a function of within- and 

between-women estradiol-to-progesterone ratio interacting with masculinity cues 

 γ SE t p 95% CI 

Muscularity model      

E/P_ww -0.03 0.09 -0.44 .663 [-0.21; 0.13] 

Muscularity 1.59 0.15 10.29 <.001 [1.29; 1.90] 

E/P_bw 0.09 0.06 1.49 .138 [-0.03; 0.20] 

E/P_ww x Muscularity 0.00 0.02 0.25 .805 [-0.03; 0.04] 

E/P_bw x Muscularity -0.03 0.03 -0.88 .379 [-0.10; 0.04] 

Dominance model      

E/P_ww -0.04 0.09 -0.43 .666 [-0.21; 0.13] 

Physical dominance 1.04 0.25 4.19 <.001 [0.55; 1.52] 

E/P_bw 0.09 0.06 1.49 .139 [-0.03; 0.20] 

E/P_ww x Physical dominance 0.02 0.02 0.94 .346 [-0.02; 0.06] 

E/P_bw x Physical dominance -0.05 0.03 -1.87 .063 [-0.11; 0.00] 

Shoulder factor model      

E/P_ww -0.04 0.09 -0.43 .666 [-0.21; 0.13] 

Shoulder factor 0.75 0.31 2.43 .020 [0.15; 1.34] 

E/P_bw 0.09 0.06 1.49 .139 [-0.03; 0.20] 

E/P_ww x Shoulder factor -0.02 0.02 -0.86 .391 [-0.06; 0.03] 

E/P_bw x Shoulder factor 0.02 0.03 0.74 .459 [-0.04; 0.08] 

Strength factor model      

E/P_ww -0.04 0.08 -0.43 .669 [-0.20; 0.13] 

Strength factor 0.56 0.29 1.94 .060 [-0.01; 1.13] 

E/P_bw 0.86 0.06 1.48 .139 [-0.03; 0.20] 

E/P_ww x Strength factor 0.03 0.02 1.57 .116 [-0.01; 0.07] 

E/P_bw x Strength factor -0.04 0.02 -2.08 .039 [-0.08; -0.00] 

Note. The outcome variable had 34,680 observations (257 participants x 4 test sessions x 40 

stimuli – missing values). E/P_ww reflects within-woman effects of E/P ratio, E/P_bw 

reflects between-women effects of the E/P ratio. Estimates are unstandardized effect size 

estimates. 

 

As preregistered, we repeated all models described above with all seven masculinity 

indicators separately instead of their factors. None of the models showed compelling evidence 

for preference shifts for any of the masculine cues; details can be found in the supplementary 

material (Tables S19 – S23). Further, we tested whether shifts in women’s mate preferences 

might be moderated by their relationship status or self-reported stress. For this purpose, we 

repeated all models reported in Tables 3 and 4, additionally including an interaction effect 

with either relationship status or self-reported stress. None of these three-way interactions 



24 
 

revealed a significant effect, contradicting Hypotheses 2d and 2e. Main effects for conception 

risk, muscularity, physical dominance, and the shoulder and strength factors remained 

virtually identical. Details can be found in the supplementary material (Tables S24 – S35). 

For testing Hypothesis 2g, we repeated all main models for Hypotheses 2a-2f, additionally 

controlling for men’s body fat mass, in that we included an interaction effect with weight-to-

height ratio8 (WHtR). All previously reported effects remained virtually identical. In addition, 

all models showed a small to medium negative main effect of WHtR (β = -0.28, 95%CI [-

0.40; -0.16]), indicating that bodies with higher fat mass were rated as being less attractive. 

Overall, the models did not show compelling evidence for preference shifts across the 

ovulatory cycle. Details can be found in the supplementary material (Tables S36 – S55). 

Additional exploratory analyses and robustness checks 

For robustness checks, we first tested for an interaction effect of conception risk and 

rated muscularity on female body attractiveness ratings, comparing it to the interaction effect 

of the analyses for male bodies. Analyses revealed that more muscular women were rated as 

being more attractive (p < .001; β = 0.55, 95%CI [0.44; 0.67]). A main effect of conception 

risk was trending negative (p = .023; β = -0.01, 95%CI [-0.02; -0.01]). Interestingly, the 

interaction between conception risk and muscularity was significant by conventional 

standards (but did not reach p <.01), was trending in the same direction and had a similar 

effect size as the interaction for male attractiveness (p = .048; β = 0.01, 95%CI [0.0002; 

0.02]), which, to our understanding of the hypothesis, contradicts the GGOSH. For details see 

Table S18. 

Second, we controlled our main analyses for potential confounding effects of testing 

session, which might for example capture practice effects. All results remained virtually 

                                                           
8 As WHtR is a superior index of body fat than waist-to-hip ratio (WHR) or BMI (Gelber et al., 2008). However, 

all effects were virtually identical when controlling for WHR or BMI rather than WHtR. See our open script 

PDF file (pp. 169-213) for details. 
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identical (for details see our open script PDF file, pp. 148-167). Third, to better match 

analyses from some previous studies and to further contribute to the cycle shifts discussion, 

we repeated all main models reported above with estradiol and progesterone separately as 

predictors, rather than conception risk or E/P. All previously reported main effects were 

robust. None of the two-way interaction effects between estradiol or progesterone and the 

body cues reached our predefined level of significance. However, a negative interaction 

between progesterone and the strength factor occurred (p = .023; Table S57), that reached p = 

.006 in a model focusing on a non-significant three-way interaction with relationship status 

(Table S73), but again effect size and confidence intervals were virtually zero (β = -0.01, 

95%CI [-0.01; -0.003]). None of the three-way interaction effects between hormone levels, 

body cues and relationship status or self-reported stress were significant (nor descriptively 

trending towards a significant effect). Details can be found in the supplementary material 

(Tables S56 – S77). Thus, there was no compelling evidence for within- or between-women 

hormone effects on preferences for masculine male bodies. 

Discussion 

This study aimed to contribute to the current scientific discourse on mate attraction and 

preference shifts across the ovulatory cycle in that it replicated previous studies, added 

potential moderator and mediator variables, and employed strong methods. Our results 

suggest that conception risk is weakly, but significantly positively, associated with sexual 

desire and women’s mate attraction to men’s bodies, but show no strong evidence for any 

steroid hormonal effects on mate attraction. Further, one interaction effect between 

conception risk and muscularity shows some evidence for preference shifts across the cycle, 

but the vast majority of our models show no compelling evidence for the GGOSH. Most 

effects do not reach our conservative level of significance, predefined in the preregistration to 

control for multiple testing. All observed effect sizes for mate attraction and preference shifts 
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are very small. Women’s relationship status and self-reported stress did not influence mate 

attraction or preference shifts in a noteworthy manner. 

Mate attraction shifts 

The reported increase in women’s mate attraction with higher conception risk is in line with 

previous studies reporting generally higher female attractiveness ratings for men’s faces, 

bodies, voices, and behaviors when fertile (Dixson et al., 2018; Jünger et al., 2018a, 2018b; 

Stern et al., 2020), as well as higher visual attention to male faces and bodies when fertile 

(Garza & Byrd-Craven, 2019). These shifts seemed to be robust across a variety of checks and 

to be exclusively evident when evaluating male bodies, not female bodies or objects, 

supporting the idea that they reflect a higher mating motivation. However, the standardized 

effect sizes were very small and close to zero (in line with what has been reported in Jünger et 

al., 2018a). Still, an increase in general sexual desire with higher conception risk is in line 

with other studies reporting cycle shifts in general sexual desire (Arslan et al., in press; Jones 

et al., 2018b; Roney & Simmons, 2013; 2016; Shirazi et al., 2019; van Stein et al., 2019). 

These results provide weak support for the Motivational Priority Shifts Hypothesis (Roney, 

2018a). However, this hypothesis suggests that an increase in mate attraction and sexual 

desire should be regulated by hormonal shifts across the cycle, a claim for which we did not 

find compelling evidence, even though conception risk was related to E/P. This pattern of 

results is comparable to previous studies (Jünger et al., 2018b; Stern et al., 2020). 

Furthermore, we did not find strong evidence for an association of women’s relationship 

status or self-reported stress with mate attraction, in contrast to previous findings (Jünger et 

al., 2018a) and contrary to the Motivational Priority Shifts Hypothesis. 

Comparing methods and results on ovulatory cycle shifts in humans to the literature on 

non-human primates, Higham (2019) suggests that whether cycle shifts are related to cycle 

phase estimates or to hormone levels should be seen as two separate, potentially not 
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converging, yet equally important questions. For example, sexually proceptive behavior in 

non-human primates shows inter-specific variation, in that it seems to be linked to changes in 

hormone levels (e.g. E/P) in some species (e.g. long-tailed macaques), but to fertile phase 

timing in other species (e.g. olive baboons). This is interesting, as it suggests that mechanisms 

that regulate cycle shifts might vary across species, possibly explaining that our reported 

shifts in conception risk were not regulated by hormonal changes. Further, reactions to 

changes in conception risk and hormone levels might vary inter- and intraindividually. 

Previous studies often came to diverging conclusions regarding cycle shifts depending on 

whether cycle phase estimates or hormone levels were assessed (Higham, 2019). Other 

potential explanations for differences in results for conception risk and steroid hormones 

might be lagged effects, in that for example estradiol affects behavior two days later (Roney 

& Simmons, 2013), or perimenstrual symptoms (e.g. cramps/headaches) mediate steroid 

hormonal changes and social behavior (for details see Kiesner et al., 2020). We highly 

encourage future research to take a closer look at proximate mechanisms regulating cycle 

shifts and how they might lead to differences in results. 

Mate preference shifts 

Our results regarding mate preference shifts across the cycle are overall not supporting the 

GGOSH. We note that some models suggest weak supportive evidence for preference shifts 

across the cycle, but effects did not reach our conservative levels of significance, 

preregistered to control for multiple testing. Further, although confidence intervals exceeded 

zero, standardized effect size estimates and confidence intervals were very small 

(standardized βs between -.01 and .01), and the ovulatory shift effect for muscularity 

preferences had a comparable p-value and effect size for women’s bodies. Interestingly, these 

results are mostly in line with other recent work challenging previous evidence for the 

GGOSH (as reviewed in Jones et al., 2019a). Why do some studies, but not others, report 
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evidence in favor of the GGOSH? A recent study suggests that different methods might have 

an impact on the results, in that studies using rating vs. forced-choice designs might come to 

different conclusions (Lewis, 2020). We agree that methods may have very important 

implications on the results, and argue that there might be other, probably more important 

factors beyond stimuli evaluation designs. Taking a closer look at differences between studies 

reporting different results regarding the GGOSH, we notice that studies reporting no 

compelling evidence for the GGOSH were published rather recently, were more highly 

powered, and used more rigorous methods and designs than previous studies in support of the 

GGOSH (for an overview see Jones et al., 2019a). Some of the former even employed Open 

Science methods, such as open data or preregistration. However, in a reanalysis of Jünger and 

colleagues (2018a) data, Gangestad and colleagues (2019) argue that there is a three-way 

interaction between progesterone levels, muscularity indicators or rated physical dominance, 

and women’s relationship status that supports the GGOSH. Stern and colleagues (2019) 

already showed that this effect is not robust in a multiverse analysis of the same dataset. Here, 

we do not find evidence for such a three-way interaction effect across a great number of 

different models and robustness checks. Further, whereas Gangestad and colleagues (2019) 

argue that effect sizes for preference shifts are meaningful (of medium to large magnitude), 

the confidence intervals we report here based on new data suggest that effect sizes are close to 

zero for the three-way interaction emphasized by Gangestad et al. (2019). Thus, we did not 

replicate Gangestad and colleagues’ (2019) reanalysis of Jünger and colleague’s (2018a) data. 

To conclude, more data is always helpful, but it seems as if preference shifts across the cycle 

are much smaller and potentially not evident for all characteristics previously expected in line 

with the GGOSH.  

Addressing test power and validity of measures 
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When reporting a number of non-significant effects, it is always up for debate whether the 

pattern of results might also be due to low test power or invalid measures. However, it is 

unlikely that our results are impacted by these issues for several reasons. First, our reported 

small effect size estimates and narrow confidence intervals suggest that our study had 

sufficient power to detect even effects of an extremely small magnitude (β = .01). Second, our 

study has the largest sample of all studies investigating cycle phase or conception risk shifts in 

mate preferences, exceeding previous sample sizes by at least n = 100 (Jones et al., 2018a had 

a larger sample size for hormone analyses only and did not find compelling evidence for mate 

preference shifts either). Third, according to the most recent power simulation on cycle 

studies, our sample exceeds the estimated sample size of N = 48 required to achieve 80% 

power to detect a within-subjects effect of moderate magnitude (Gangestad et al., 2016). 

Fourth, we used methods that were recommended as gold standard recently (Blake et al., 

2016; Gangestad et al., 2016) and are highly superior to previous studies, including 

conception risk as a continuous measure rather than cycle phase, LH tests to validate our 

scheduling, direct hormone assays analyzed with LCMS, a large sample size, a within-

subjects design, and employing Open Science practices, including preregistration. 

However, we cannot rule out that difficulties with measuring hormones, especially 

estradiol, might account for some null effects. It has been reported that it is difficult to validly 

assess estradiol levels, especially in saliva, as estradiol levels in saliva are in very small 

ranges, thus often undetectable or overestimated by the assay method (Rosner et al., 2013; 

Schultheiss et al., 2019). Further, intra-assay CVs of estradiol are often reported to be high 

(>10%), which contributes to measurement error. High CVs and other problems of salivary 

estradiol assays are potential sources of null results when trying to link hormones to behavior 

(possibly in the current study as well, see also the limitations mentioned below), but also have 

the potential to produce non-replicable positive results. Importantly, these problems are 
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evident for all studies involving estradiol measures and should be kept in mind when 

interpreting results. As it is very common to draw conclusions of hormone-behavior links on 

salivary estradiol, not only in ovulatory cycle research, we encourage researchers to develop 

and improve methods that analyze salivary hormones more precisely, rendering results more 

trustworthy (see also Newman & Handelsman, 2014; Rosner et al., 2013). 

Limitations 

We also note limitations of the current study. First, recent research recommends daily 

hormone assays to validate fertile window estimates as more reliable than LH tests alone 

(Marcinkowska, 2020). Although we assessed salivary hormones four times during a cycle, 

daily hormone assays would have helped to identify false positive or negative LH test results. 

Further, daily hormone assays allow the investigation of potential lagged effects of steroid 

hormones (especially estradiol) on social behavior, such as mate choice (Roney & Simmons, 

2013), which might explain the lack of significant hormone effects in the current study, that 

we were not able to investigate with our design. Second, we did not include an early follicular 

phase measurement and were, thus, not able to test effects of low estradiol (when 

progesterone is almost absent). This issue might explain why hormonal effects do not 

eventuate, which we recommend to be investigated in future studies. Third, our methods for 

analyzing hormone samples might not have been optimal. Although salivary progesterone 

levels were analyzed with LCMS, estradiol levels had to be analyzed with immunoassay kits, 

which have been criticized for potentially overestimating salivary hormone concentrations 

(e.g. Schultheiss et al., 2019). Therefore, analyses involving estradiol should be interpreted 

cautiously. However, given that to our knowledge no reliable protocol for LCMS estradiol 

analyses exists so far, we saw no alternative to immunoassays and we encourage 

endocrinologists to develop a reliable protocol for estradiol LCMS analyses. Moreover, 

hormone analyses should be done in duplicates rather than singlets and control samples 
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should be added to obtain reliable intra-assay and inter-assay CVs, as well as to reduce 

measurement error. 

Conclusion 

In conclusion, our study provides some evidence for a very small association of conception 

risk with both women’s mate attraction to male bodies and sexual desire. Evidence for mate 

preference shifts across the ovulatory cycle was at least mixed. We found one very small 

effect for muscular male bodies that was also evident for female bodies. All other tests of the 

GGOSH showed no compelling evidence. Further, we report no compelling evidence for 

effects of hormones on mate attraction, or moderating effects of relationship status or reported 

stress on either mate attraction or preferences. These results are predominantly in line with 

other recent large-scale studies, but also provide insight on other aspects, such as moderation 

by relationship status or self-reported stress, between-women hormone effects, and ratings for 

women’s bodies and objects as controls. 
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