INTRODUCTION

For adults, normative judgments are largely a function of the agent's will behind an action rather than merely of its outcome. When confronted with scenarios involving norm-violating actions they generally base their judgments more on the agents' underlying mental states, i.e., their beliefs, desires, and intentions that motivated the action, than the outcome of the action (Cushman, 2008; Guglielmo, Monroe, & Malle, 2009). For example, when confronted with two agents who bring about similar outcomes, adults judge a knowing, intentional transgressor as more blameworthy than an unknowing, unintentional one (e.g., Young, Cushman, Hauser, & Saxe, 2007).

Furthermore, when confronted with two agents who have the same motivational set, one of whom is "unlucky" and thus causes a negative outcome, adults again mostly blame the agent for negligence rather than the negative outcome per se (Young, Nichols, & Saxe, 2010). Consequently, for adults why something went wrong is a crucial basis for normative evaluations.

In contrast to these clear findings with adults, the developmental picture of such intent-based judgments is less clear. Pioneer work by Piaget (1932) suggested that children's moral judgments remain limited to outcome-based evaluations until middle childhood. Numerous studies since have aimed at investigating the emergence of intention-based judgments more systematically and straightforwardly.
(Cushman, Sheketoff, Wharton, & Carey, 2013; Killen, Mulvey, Richardson, Jampol, & Woodward, 2011; Zelazo, Helwig, & Lau, 1996). The general emerging picture suggests that intent-based judgment clearly occurs at an earlier age than proposed by Piaget. That said, however, the specific findings still diverge massively and remain difficult to interpret. Some studies suggest that even 3-year-olds are capable of engaging in explicit intent-based judgments (e.g., Nobes, Panagiotaki, & Pawson, 2009; Vaish, Carpenter, & Tomasello, 2010). Other studies, in contrast, consistently fail to find such tendencies in even 5- and 6-year-old children (e.g., Helwig, Zelazo, & Wilson, 2001; Samland, Josephs, Waldmann, & Rakoczy, 2016).

When then does intent-based normative judgment develop? How can this complex picture of inconsistent findings be explained? One basic problem actually lies in the broad use of the term intent-based. Most commonly, it has been used as an umbrella term for all the situations where people do not only base their judgments on the outcome of the transgression but to some extent consider the agent’s underlying motivation as well. Such a broad use, however, obscures the variability of unintentional transgressions. This can be most clearly illustrated by the difference between two groups of paradigmatic cases that have been used to elicit intent-based judgments.

The first group of cases includes situations in which the action that leads to the transgression was performed unintentionally. Accidents are a paradigmatic instance: for example, when someone stumbles and thereby accidentally destroys another person’s valuable object. The second group of cases includes situations in which the action that leads to the transgression was performed intentionally, but not under the description of the outcome. Hence, while the action was intentional the outcome was not intended. Mistakes based on false beliefs are the paradigmatic instance: for example, when someone intentionally destroys another person’s valuable object, though under the false assumption that it was a piece of trash.

Most importantly, due to their difference in underlying intentional structures (unintentional action in the first case vs. unintended outcome in the second case) the evaluations of the two cases clearly differ in complexity. For the case of the stumbling person, the information about the unintentionality of the action can directly feed into the normative evaluation. Only one reasoning step is required, i.e., from the unintentionality of the action to its normative status. For the case of a false-belief-based transgression, the fact that the action was performed intentionally requires an extra reasoning step on the part of the evaluator. That is, the evaluator has to first infer that bringing about the outcome under the description “destroying the valuable object” was not intended by keeping in mind the transgressor’s epistemic state. Only then can this information feed into the normative evaluation. Thus, the inferential chain here is more complex and involves two reasoning steps: (a) from the false belief to the unintended outcome and (b) from the unintended outcome to the normative status of the action.

Given these differences in reasoning chains, from a developmental point of view, this licenses the expectation that intent-based judgment emerges earlier for accidental mistakes than for false-belief-based ones. Existing findings, in fact, seem to be compatible with such a pattern: Studies tapping children’s sensitivity for unintentional actions tend to reveal intent-based judgments from around 3–4 years of age (e.g., Nelson, 1980; Núñez & Harris, 1998). For example, 3- to 4-year-olds (under certain conditions) have been found to consider the intentions of an actor as the most important factor when explicitly evaluating the permissibility of actions (Nobes et al., 2009). Moreover, some recent studies suggest that even infants and toddlers, in their early socio-moral evaluations, may distinguish between agents on the basis of their good and bad intentions (see, e.g., Choi & Luo, 2015; Dunfield & Kuhlmeier, 2010; Hamlin, 2013).

Studies tapping children’s sensitivity for false-belief-based mistakes, in contrast, tend to indicate a later developing competence around 7 years (Helwig et al., 2001; Killen et al.; 2011; Shi, 2011). For example, in a scenario in which an agent frightened another agent, only children from age 7 judged the action as more acceptable and less deserving of punishment when it was based on a false belief than the same action performed knowingly (Helwig et al., 2001). In addition, this basic developmental pattern of intention-based judgments preceding belief-based ones is also consistent with findings from the only study to date that has directly contrasted the agent’s motives with the foreseeability of the outcome of the action (Yuill & Perner, 1988). In this study with 3- to 7-year-olds, younger children only distinguished between unforeseen accidents and intended outcomes, and only the older children also used foreseeability and thus the agent’s subjective beliefs alone as a basis for normative judgment and blame.

Existing findings are thus compatible with a general asymmetry in the development of intent-based normative judgment such that intention-based judgments precede belief-based ones in development. However, whether such an asymmetry really exists and best explains developmental patterns, is still an outstanding question that needs to be systematically addressed—which is the first research aim of the present study.

If this asymmetry indeed holds, the next obvious question concerns its source. Does it reflect a difference in conceptual competence or merely a difference in external performance demands? In particular, do children’s difficulties with belief-based evaluations reflect a competence limitation such that they lack the requisite
conceptual competence in principle? Or does it reflect a performance limitation such that children do have this conceptual competence but may have difficulties applying it due to extraneous task demands?

Given that belief-based judgments require a two-step inferential reasoning chain (belief→intention→normative status), the conceptual competence that is asked for is the ability to perform and combine these two reasoning steps. Conversely, a corresponding conceptual competence deficit may take different forms: first, children may have difficulties understanding the underlying intentional structure of false-belief-based actions and thus do not understand that, though performed intentionally, the action was not intentional under the description of the outcome. Second, children may have difficulties seeing a false belief as a mitigating factor and thus, though they understand that the outcome was not intended, do not see the false belief as an excuse for the immoral act.

In contrast, if children were generally able to perform both inferences when explicitly requested, but fail to do so spontaneously, this would speak for a mere performance limitation. In this case, children's outcome-based judgments most probably result from the complexity of the inferential chain itself and performance is limited by extraneous task demands rather than conceptual deficits.

In order to test these two possibilities (competence or performance limitation) against each other, children's ability to perform and combine the two required reasoning steps under various conditions need to be investigated.

The third research questions concerns not so much the why something went wrong (i.e., the underlying intentionality), but what went wrong, that is, the type of norm that was transgressed. Previous work has mainly focused on moral norm transgressions, especially moral harm norms. Our everyday norm psychology, however, involves different types of norms, each with specific characteristics. Take for instance, the distinction most commonly drawn in philosophy and psychology: moral versus conventional norms. There is ample developmental evidence that already preschoolers distinguish between the prototypical cases of the two types of norms: cognitively, they judge moral harm violations as more rule independent, context-insensitive and severe than paradigmatic social-conventional violations such as wearing pajamas to school (Nucci & Nucci, 1982; Smetana, 1981; Smetana & Braeges, 1990; Smetana et al., 2012). And emotionally, they show different characteristic reactions to these moral versus conventional norm transgressions (Hardecker, Schmidt, Roden, & Tomasello, 2016).

How does this distinction relate to the current research focus? From a theoretical point of view, the specific characteristics of the two types of norms might well have an impact on respective intent-based judgments. More specifically, we propose that the different reactive attitudes that come along with prototypical moral versus prototypical conventional norm transgressions influence the degree to which the agent's intentions are considered in normative evaluations. Moral norm transgressions elicit responses such as guilt and blame (Haidt, 2007; Nichols, 2002). Accordingly, the form of critique involved in moral transgressions is essentially related to the blameworthiness of the agent. To evaluate whether someone is to be blamed, the key element is whether the agent had a guilty mind; was her will good or bad? Thus, when evaluating moral transgressions, the focus is on the agent herself and her underlying intentions. Her will is what counts. However, this might not necessarily be so for prototypical conventional norm transgressions. Consider, for example, a situation in which someone makes an inappropriate move in chess (say, moving the king two squares), a transgression of a social-conventional norm. Now this move gives the observer sufficient and good reason for normative critique ("No, one can only move the king one square!"). And importantly, this form of critique is equally justified when the agent in fact did not know the rules of chess. The reason lies in the form of critique involved here. It is not based on the blameworthiness of the agent but rather it expresses an evaluation, simply, of whether the move was correct or incorrect, i.e., legal or illegal according to the rules of chess. As a consequence, the focus shifts away from the agent to the outcome of the transgression. Therefore, the judgment of a conventional mistake should be less dependent on the underlying mental states that led to the transgression.

On this basis, a second asymmetry emerges, the degree of intent-based judgments should vary as a function of the kind of norm transgressed. Regarding the moral/conventional contrast specifically, there should be more intent-based judgments for prototypical moral harm than prototypical conventional violations.1

Empirically, some recent studies suggest that these considerations are largely reflected in adult intuitions. For instance, within the area of moral norms, subjects tend to focus more on the agent's intent for harm norms than for purity or disgust norms (Russell & Giner-Sorolla, 2011; Young & Saxe, 2011). And for moral versus conventional norms more specifically, adults make stronger intent-based judgments for prototypical moral than for prototypical conventional norms (Giffin & Lombrozo, 2016, 2018).

From a developmental point of view, however, little is known about how these intuitions develop. So far, there is only one study that compared intent-based moral and conventional judgments in preschoolers (Josephs, Kushnir, Gräfenhain, & Rakoczy, 2016). This study with 3- and 4-year-olds used the child's protest as an indicator for normative understanding and found adult-like patterns in children's normative evaluations. When the agent was perceived as externally constrained and thus free in her choices, children refrained from criticizing the agent for inappropriate acts in moral situations, but still criticized conventional mistakes conducted under similarly constrained circumstances. So far, no study has tested for the differential influence of mental state information on children's explicit judgments of moral versus conventional transgressions.

Against the background of these open questions and issues, the aim of the present set of studies was to investigate the development of intent-based normative judgments more systematically. Our main interest were the two proposed asymmetries. First, concerning the type of mental state that led to the transgression, we expect more intent-based judgments for accidental than for false-belief-based mistakes. Second, concerning the type of norm transgressed, we
expect more intent-based judgments for moral than for conventional violations. Crucially, as we propose both asymmetries to derive from different cognitive foundations, we expect both factors to independently influence the degree of intent-based judgments.

To this aim, in a first step, we explored the two asymmetries in a systematic research design across different age groups (5-year-old and 7-year-old children and adults). In particular, we tested intent-based judgments as a function of (a) the type of unintentional transgression (accidents versus false-belief-based mistakes) and (b) the type of norm transgressed (moral versus conventional). In the two children’s age groups, we found both predicted asymmetries: children made more intent-based judgments for accidents than for false-belief-based mistakes as well as for moral than for conventional transgressions. Adults’ intent-based judgments, in contrast, only differed across the two types of norms (moral versus conventional) but not across the two types of mental states. In a second step, we thus explored the cognitive foundation of the mental state asymmetry more carefully, as it seems to undergo developmental changes into adulthood. Our main focus was to distinguish between competence and performance factors: does the asymmetry result from specific moral reasoning processes or from more general cognitive abilities?

The rationale for this approach was inspired by recent research in a different area: children’s trait ascription (see Liu, Gelman, & Wellman, 2007). Much traditional research had shown that children until surprisingly late (7–8 years) fail tasks in which they have to predict an agent’s future behavior (e.g., will she help her friends to tidy their room?) from her past and present behavior (helping old women carry bags, helping strangers across the road, etc.; see e.g., Rholes & Ruble, 1984). Traditionally, these findings were taken as evidence for a conceptual competence limitation to the effect that young children do not yet operate with trait concepts (“is helpful”; e.g., Heyman, 2009). Recent work, however, suggests that these findings may merely reflect performance limitations due to the inferential complexity of the task (Liu et al., 2007). In such tasks, subjects have to engage in a two-step inferential chain: (a) behavior (helps in situation A, B,…) → trait (helpful); (b) trait (helpful) → future behavior (helps in novel situation C,…). Liu et al. (2007) now showed that children were able to make each of the two inferences, and both together when the task was suitably simplified, but had a hard time making the two-step chain spontaneously. These findings thus clearly support a performance (rather than a competence) limitation account.

The present case, intent-based judgments of mistakes based on false beliefs, presents an analogous logical structure, with a two-step inferential chain: (a) false belief → unintended outcome; (b) unintended outcome → normative status. According to performance limitation accounts, children may well be able to make each inference, and to put them together in suitably simplified tasks, but fail to do so spontaneously. On this basis, inspired by the Liu et al. (2007) reasoning and approach, in a second step, we set out to test competence and performance limitation accounts in Studies 2a and 2b. Specifically, we tested for children’s ability to operate each of these two reasoning steps separately and in combination, when explicitly asked to make the respective inferences. If children are capable of performing each inferential step (a) false belief → unintended outcome and (b) unintended outcome → normative status) in isolation, as well as the two together in a sequence in suitably simplified tasks, this suggests they have the competence for belief-based normative judgment in principle. Their failure to apply this competence in the tasks of Study 1 would then reflect mere performance limitations.

2 | STUDY 1

In the first study, we asked 5- and 7-year-old children and adults to give explicit normative judgments in response to prototypical moral and conventional violations. In the moral scenarios, harm was done to a third person, whereas in the conventional scenarios an arbitrary rule was transgressed. In each story, two actors violated the same given norm, one of whom intended to do so while the other one did not intend the norm transgression—either because she did not act intentionally at all (unintentional action) or because she did act intentionally, yet based on a false belief regarding the outcome of her action (false belief; see Table 1). For example, in one moral norm story, Grandma’s flowers were always destroyed by the use of the wrong fertilizer, either intentionally by Lisa versus unintentionally by Kathrin (who tripped, knocking down the wrong fertilizer from the shelf) or intentionally by Lisa versus unknowingly by Maja (who had a false belief about the content of one of the boxes with fertilizer). Crucially, by using the same scenarios, the transgressions were completely matched regarding all relevant factors such as the outcome of the action. As a consequence, a more negative evaluation of the intended than the unintended transgression is a clear indicator of intent-based judgments—as the only difference between the cases is the intentional structure of the action.

We included the adult population to compare children’s performance against the “mature” adult intuition regarding both the unintentional versus false-belief-based mistake as well as the moral versus conventional norm contrasts. We tested 5- and 7-year-old children since previous research has shown that from age 5, children generally show a robust understanding of false beliefs. Such a general understanding of false beliefs is a prerequisite for making normative judgments on the basis of the beliefs ascribed to an agent. To ensure all children did in fact operate with an understanding of false beliefs, and to rule out that potential difficulties in belief-based normative judgment were due to delayed Theory of Mind, we administered standard false belief tasks to all children.

2.1 | Method

2.1.1 | Participants

The final sample consisted of 70 5-year-old children (60–71 months, M = 64.97, 34 girls), 70 7-year-old children (84–95 months, M = 87.86, 33 girls), and 48 adults (19–29 years, M = 22.71, 34 women). One additional 5-year-old child was tested but could not be coded due to a camera error.
Children were from mixed socioeconomic backgrounds and recruited from a local database of parents, who had volunteered to participate in developmental studies. Adult participants were recruited on the campus of the University of Göttingen.

2.1.2 | Design

The present study followed a 2 (type of norm: moral versus conventional) × 2 (kind of contrast: intention versus false belief) × 3 (age group: 5-year-old and 7-year-old children, and adults) design with type of norm as a within-subject factor and kind of contrast and age as between-subjects factors.

Each participant received two moral and two conventional stories in blocks. In each story, they were presented with one contrast pair of norm transgressors—consisting of one character who intended the norm transgression and one character who did not intend the norm transgression—and were asked to evaluate each of the two transgressors separately. Depending on the condition, the contrast consisted of the intended outcome and the unintentional action transgressor (intention contrast) or of the intended outcome and the false belief transgressor (false belief contrast, see Table 1). The differences in evaluation between the two transgressors within a contrast served as the main dependent variable. The order of the type of norm, the stories within a norm as well as the order of presentation of the two transgressors were counterbalanced across participants. Additionally, two false belief tasks were given to children to assess their Theory of Mind competence.

2.1.3 | Stories

In total, four different stories, two moral and two conventional ones, were used. Each story was accompanied by seven or eight colorful drawings, depending on contrast (seven in the intention contrast and eight in the false belief contrast; see the Appendix for a full description of the stories).

In the moral stories, a third person was harmed as a consequence of the transgression. In the flower version, Grandma's beloved yellow flowers were destroyed by the use of the wrong...
fertilizer. In the cupcake version, Caro’s self-made cupcake was destroyed.

In the conventional stories, the transgression violated an arbitrary rule. In the picture version, the rule stated that the picture was only supposed to be painted in blue, the mistake was to put green paint on it. In the aquarium version, the rule stated that only red fish were allowed in the aquarium, the mistake was to put green fish in it.

In each story, we contrasted one transgressor who intended the outcome with one who did not intend the outcome. Thus, each story consisted of three elements: Main story, Intended Outcome Transgressor and Unintended Outcome Transgressor (intention or false belief). The structure/elements of the stories and their appearance in the respective contrasts are illustrated in Table 1 for the moral flower story and the conventional picture story.

After the presentation of each character, participants answered three test questions in counterbalanced order: (a) Did XY just do something wrong? (b) Was XY just nice or mean? (c) Should XY get punished? (adapted from Cushman et al., 2013). Children answered with the help of a 4-point smiley scale (trained in the warm-up), adults were given a simple 4-point scale. Answers could range from (a) "completely right–a little right–a little wrong–completely wrong" (b) "really nice–a little nice–a little mean–really mean" and (c) "no punishment–small punishment–medium punishment–big punishment." After each story (i.e., after presenting both transgressors) children had to give one smiley face sticker to either of the two transgressors as an indirect reward/punishment measurement (see Vaish et al., 2010 for a similar method).

### 2.1.4 Theory of Mind

Theory of Mind (ToM) competence was assessed with two standard false belief tasks, unexpected contents (Perner, Leekam, & Wimmer, 1987) and location change (Wimmer & Perner, 1983).

In the unexpected contents task, children were presented with a familiar box (a Smarties box) and asked what they thought was inside (the typical answer was “candy,” “chocolate” or “Smarties”). Thereafter, the experimenter showed the child that there was actually a pen in the box. After she put back the pen she asked the child two test questions (a) “When I first showed you the box what did you think was inside the box?” and (b) “Your mum hasn’t seen this box yet, right? If we now show it to her and ask her, what will she say is in the box?” The test questions were followed by a control question (“What is really in the box?”).

In the location change task, children were presented with a girl who put her car in a blue box. In her absence, her dad moved the car into an orange box. Children were then asked three control questions “Where did the girl put the car first?”, “Where is it now?” followed by “Who put it there?”. Finally, children were asked the standard first-order test question: “When the girl returns, where will she look for the car?” and, if they gave a correct answer to the 1st-order question, a 2nd-order question: “If we ask her ‘Do you know where the car is?’, what will she say? ‘Yes, I know where it is’ or ‘No, I don’t know where it is?’” (Perner & Howes, 1992).

### 2.1.5 Procedure

Children were tested individually in the laboratory. Following a warm-up (including the smiley-scale training), the two story blocks (moral or conventional) were presented. In between blocks (i.e., after two stories), the ToM tasks were administered. Adults were tested on campus with a written paper–pencil version of the stories. The adult version only covered the stories and test questions (without sticker distribution or ToM tasks).

### 2.1.6 Coding

The coding for the test questions followed the logic of the 4-point scale with 0 being "completely right/really nice/no punishment" and 3 being "completely wrong/really mean/big punishment." Since answers to the three test questions were highly correlated (all $r > 0.38$ and $p < 0.01$) we aggregated them in a sum score "evaluation of transgression" for each transgressor (range 0–9). In a second step, we then computed the crucial difference scores for each story by subtracting the score "evaluation of transgression" for the unintended outcome transgressor from the score of the intended outcome transgressor. These scores could range from –9 to 9. Crucially, a positive difference score indicates that the participant made an intent-based judgment: she judged the intended outcome transgressor more harshly than the unintended outcome transgressor (and hence included the agent’s mental states). A score of zero or a negative difference score, in contrast, indicated that the participant did not form an intent-based judgment: she judged the unintended outcome transgressor equal or even worse than the intended outcome transgressor (and thus did not consider the agent’s mental states at all). The means of these difference scores across the different trials served as the main dependent variable.

Note that three adults and one child did not give valid answers to one of the punishment questions. The child did not give any answer; the adults marked two conflicting answers (e.g., “no punishment” and “small punishment”). These cases were treated as missing values in computing the mean “evaluation of transgression" scores.

For the sticker allocation, a sum score for the amount of stickers given to the unintended outcome transgressor was computed (range 0–2/0–4 for difference between norms/mental states).

### 2.2 Results

In this section (and in all following result sections), we report the main findings of interest for our hypotheses. The additional data and analyses concerning children’s Theory of Mind understanding can be found in the supplementary material (see Table S1).

The mean difference scores as a function of type of norm and age group and as a function of mental states and age group are depicted in Figures 1 and 2, respectively.

First, we conducted a 2 (type of norm: moral vs. conventional) × 2 (type of contrast: intention vs. false belief) × 3 (age group: 5-year-olds vs. 7-year-olds vs. adults) ANOVA with repeated measures for type of norm (see Table 2). Recall that we were mainly
Figure 1  Mean difference score (−9 to 9) between the intended and unintended outcome transgressor as function of the type of norm for the three age groups. The points depict the raw data for each participant with the size of the points indicating sample size (i.e., the number of identical observations) and as boxes the quartiles as well as the mean per condition. Note. A positive difference score indicates intent-based judgments, while a negative score or a score of zero indicates no consideration of the agent’s mental states.

Figure 2  Mean difference score (−9 to 9) between the intended and unintended outcome transgressor as function of the type of contrast for the three age groups. The points depict the raw data for each participant with the size of the points indicating sample size (i.e., the number of identical observations) and as boxes the quartiles as well as the mean per contrast. Note. A positive difference score indicates intent-based judgments, while a negative score or a score of zero indicates no consideration of the agent’s mental states.
interested in the effects for type of norm and for type of contrast as well as the relation between the two factors. As predicted, results revealed both predicted main effects (difference scores moral > difference scores conventional and difference scores intention > difference scores false belief) but no interaction between the two. However, all effects of interest were influenced by age group: there were interactions between type of norm and age group, type of contrast and age group as well as a significant 3-way interaction between all three factors. Furthermore, we found a main effect for age group.

As a consequence, in a second step, we then conducted separate analyses for adults and children to further inspect the effects of interests in the two groups (see Table 2). In the adult group, the 2 (type of norm: moral vs. conventional) × 2 (type of contrast: intention vs. false belief) ANOVA only revealed a main effect for type of norm (difference scores moral > difference scores conventional) but no main effect for type of contrast anymore and again no interaction between the two factors.

For children, the 2 (type of norm: moral vs. conventional) × 2 (type of contrast: intention vs. false belief) ANOVA with the difference score as DV again yielded in all predicted effects: a main effect for type of norm (difference scores moral > difference scores conventional), a main effect for type of contrast (difference scores intention > difference scores false belief) but no interaction between the two factors. There was, however, again a significant 3-way interaction between type of norm, type of contrast and age group. Further inspection of this interaction revealed a difference between 5- and 7-year-olds, in that there was no interaction between norm and type of contrast for the 7-year-olds (F(1, 68) = 0.72, p = 0.398, η² = 0.011) but for the 5-year-olds (F(1, 67) = 7.36, p = 0.008, η² = 0.099). The interaction in 5-year-olds was specified by a difference between the two types of contrasts: 5-year-olds only made stronger intent-based judgments for moral than for conventional norms for the intention but not for the false belief contrast (intention contrast: t(33) = 3.30, p = 0.002, r = 0.50; false belief contrast: t(34) = 0.661, p = 0.513, r = 0.11). This was due to the fact that 5-year-olds did not reliably distinguish between the intended and the unintended outcome transgressors in the false belief contrast at all, irrespective of the type of norm in question (M = 0.67, SD = 2.16, t(34) = 1.84, p = 0.08, r = 0.30). Additionally, the ANOVA revealed an overall main effect for age (difference scores 7-year-olds > difference scores 5-year-olds).

Children’s sticker distribution mainly resembled their explicit ratings: children gave significantly more stickers to the unintended outcome transgressor in the intention contrast (M = 3.39, SD = 0.11) than in the false belief contrast (M = 2.86, SD = 1.23, t(138) = 2.67, p = 0.008, r = 0.22). Concerning the two types of norms children also tended to give more stickers to the moral unintended outcome transgressor (M = 1.61, SD = 0.61) in contrast to the conventional one (M = 1.51, SD = 0.77, t(139) = 1.79, p = 0.075, r = 0.15).

## 2.3 Discussion

Study 1 investigated the development of intent-based normative judgments as a function of the type of the agent’s mental state (false belief versus intention) and the type of norm transgressed (moral versus conventional). Results revealed that as soon as children started to make intent-based judgments for a certain mental state, children (but not adults) made stronger intent-based judgments for mistakes that happened due to a lack of intentionality than for mistakes that happened because of a false belief. Second, across all ages, participants engaged more in intent-based judgments concerning moral than concerning conventional norm transgressions.

What this study shows is that factors that are unimportant for adults’ intent-based judgments might well have an impact on children’s judgments. While adults treated both types of unintentional transgressions equivalently, for children there seems to be a consecutive development of intention- before belief-based normative judgments. Thus, the two forms should be differentiated more clearly when it comes to children’s normative evaluations rather than to adults’ evaluations.

### Table 2: Output from the main ANOVAs on the difference scores between intended and unintended outcome transgressors

<table>
<thead>
<tr>
<th></th>
<th>2 × 2 × 3 ANOVA (all ages)</th>
<th>2 × 2 ANOVA (only adults)</th>
<th>2 × 2 ANOVA (only children)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>df</td>
<td>p</td>
</tr>
<tr>
<td>Type of norm</td>
<td>24.510</td>
<td>1,178</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Type of contrast</td>
<td>10.146</td>
<td>1,178</td>
<td>0.002</td>
</tr>
<tr>
<td>Age group</td>
<td>23.023</td>
<td>1,178</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Type of norm × Type</td>
<td>1.605</td>
<td>1,178</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>of contrast</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of norm × Age</td>
<td>3.665</td>
<td>2,178</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of contrast ×</td>
<td>3.568</td>
<td>2,178</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of contrast ×</td>
<td>3.062</td>
<td>2,178</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>Age group</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
than merely categorized under one single broad term. What this study still leaves open is why the type of mental state leading to the unintentional transgression matters for children. Recall that for a belief-based normative judgment children need to make two inferences: (a) a false belief $\rightarrow$ unintended outcome inference and (b) an unintended outcome $\rightarrow$ normative status inference. In the following study, we aimed at examining whether children are capable of the two component processes. Do they fail to perform either of the two required reasoning steps and thus lack the conceptual competence to make belief-based judgments? Or do their focus on outcomes for belief-based mistakes reflect difficulties in spontaneously combining the two steps and thus mere performance limitations? To assess more directly which of the two options (competence vs. performance limitation) best explains the asymmetry, we conducted two further experiments.

3 | STUDY 2

The aim of the second set of experiments was to disentangle competence versus performance issues as the cognitive foundations of the mental state asymmetry. To this end, we tested 5-year-olds’ ability to perform each of the two reasoning steps in isolation. In both studies, we focused on the 5-year-olds, the younger age group of Study 1. The underlying logic was to see whether even the younger children, under suitable circumstances, were capable of making the requisite inferences. And we focused on moral norm violations, since they were the ones to elicit a stronger focus on the underlying mental states in Study 1.

In Study 2a, we assessed 5-year-olds’ ability to perform the first reasoning step: do they make the inference that a false-belief-based action leads to an unintended outcome? To this aim we presented children with agents who either intentionally or unknowingly (based on a false belief) transgressed a moral norm. However, instead of asking them to make a normative evaluation, children were asked whether the agent intentionally brought about the outcome (e.g., “Did Maja intentionally pour blue fertilizer over the flowers?”).

In Study 2b, we assessed 5-year-olds’ ability to perform the second reasoning step: when primed for the intentional structure of the action, do children include this information in their normative evaluation? To this aim children were tested in three conditions. In addition to the intention contrast and false belief contrast from Study 1, we administered a primed false belief contrast. In this condition children were presented with the same stories as in the original false belief contrast. However, before they were asked to make the normative evaluation, they were primed for the intentional structure of the action by asking whether the agent intentionally brought about the outcome as in Study 2a. In doing so, we guided them through the first reasoning step (false belief $\rightarrow$ unintended outcome) so that they only had to perform the second reasoning step (unintended outcome $\rightarrow$ normative status) on their own. The logic behind this was the following: if children generally do not see a false belief as a mitigating factor, the priming for the intentional structure should not influence their normative evaluations. If, however, they only do not combine both reasoning steps spontaneously, helping them to perform the first one should enhance intent-based normative judgments.

4 | STUDY 2A

4.1 | Methods

4.1.1 | Participants

Thirty-two 5-year-olds (60–71 months, $M = 65.09$, 14 girls) participated in this study. Children were from mixed socioeconomic backgrounds and recruited from the same local database of parents as in Study 1. Children who had participated in Study 1 were excluded from recruitment of Study 2a.

4.1.2 | Design and stories

As material, the false belief contrasts of the two moral stories (Moral Flower and Moral Cupcake) from Study 1 were used. Thus, each child received two moral stories, in each story they were presented with two norm transgressors, one who intended the outcome (Intended Outcome Transgressor) and one who did not intend the outcome as she had a false belief (False Belief Transgressor). The order of the stories as well as the order of the presentation of the two transgressors was counterbalanced across participants. After the presentation of each character, participants were asked one test question: “Did XY intentionally do that?” For example, in the Moral Flower story after the presentation of the Intended Outcome Transgressor the question was “Did Lisa intentionally pour the blue fertilizer over the flowers?” As in Study 1, two false belief tasks were administered to control for children’s Theory of Mind competence (unexpected contents and location change).

4.1.3 | Procedure

Children were tested individually in the lab. Following a warm-up, the two stories were presented. In between stories, the ToM tasks were administered.

4.1.4 | Coding

The number of “yes”-Answers to the test questions were summed across the two stories for each character (Intended Outcome and False Belief Transgressor), resulting in a score between 0–2.

4.2 | Results

Children rated the actions of the Intended Outcome Transgressor as more intentional ($M = 1.31$, $SD = 0.86$) than those of the False Belief Transgressor ($M = 0.66$, $SD = 0.87$, t(31) = 4.49, $p < 0.001$, $r = 0.63$, see Figure 3). Closer inspection of the intention ratings revealed that children’s performance significantly differed from chance for both
However, before being asked the three test questions children were asked whether the agent intentionally brought about the outcome ("Did XY intentionally do that?", as in Study 2a, for both the Intended Outcome and the False Belief Transgressor). Importantly, children were corrected when they gave an incorrect answer (e.g., "No, she didn’t know that there was blue fertilizer in the box. She did not do it intentionally.") and reassured when they answered correctly (e.g., "Exactly, she didn’t know that there was blue fertilizer in the box. She did not do it intentionally."). Again, we assessed children’s false belief competence with the two false belief tasks (unexpected contents and location change).

5.1.3 Procedure

Children were tested individually in the lab or in a separated quiet room in their kindergarten. The general procedure was the same as in Study 2a.

5.1.4 Coding

The coding for the test questions as well as the sticker allocation was performed as in Study 1 (correlations between test questions all \( r > 0.31 \) and \( p < 0.01 \)).

5.2 Results

The mean difference scores as a function of type of contrast are depicted in Figure 4. First, we conducted a one-way ANOVA to compare these difference scores across contrasts. The ANOVA yielded a main effect for type of contrast \( F(1,71) = 6.15, p = 0.003, \eta^2 = 0.15 \). Post-hoc pair-wise comparisons between the three contrasts showed the following results (all \( p \)-values Bonferroni corrected). Comparing the intention contrast and false belief contrast, we could replicate our results from Study 1 with bigger differences for the intention contrast than for the false belief contrast, \( t(48) = 3.22, p = 0.006, r = 0.43 \). In addition, difference scores were higher for the primed false belief than for the false belief contrast, \( t(48) = 2.64, p = 0.033, r = 0.36 \), but did not differ between the primed false belief contrast and the intention contrast, \( t(46) = 1.00, p = 0.96, r = 0.15 \).

Children’s sticker distribution resembled their explicit ratings: children gave significantly more stickers to the unintended outcome transgressor in the primed false belief (\( M = 1.75, SD = 0.44 \)) than in the false belief contrast (\( M = 1.35, SD = 0.75, t(46) = 2.305, p = 0.026, r = 0.32 \)), however, the amount of stickers given to the unintended outcome transgressor did not differ between primed false belief and intention contrast (\( M = 1.83, SD = 0.38, t(46) = 0.7, p = 0.488, r = 0.10 \)).

5.3 Discussion

The aim of Study 2 was to investigate the cognitive foundation of the mental state asymmetry. Why do children consider the agent’s false belief less in contrast to her intentions in their normative judgments?
The idea behind the two experiments was to assess children's competence in each of the two required reasoning steps (false belief → unintended outcome → normative status) separately. If they failed to perform either or both steps, this would indicate a competence limitation. If, however, they were able to perform both steps separately, this would favor the idea of a performance limitation resulting from the inferential complexity to combine the two steps spontaneously (see Liu et al., 2007). And the latter is exactly what we found: children were able to process both steps separately and in a sequence, when explicitly asked to make the respective inferences (see Study 2a and 2b). However, they did not put the two steps together spontaneously, as indicated by their lack of ad hoc belief-based normative judgments (see Study 1 and 2b).

Concerning the first step, i.e., inferring that an action based on a false belief is not intended under the description of the outcome, we found that already 5-year-old children correctly made this inference. When asked about the intentional structure of the immoral actions, they classified the false-belief-based actions as unintentional and the intentional ones as intentional.

To assess children's competence in the second reasoning step (from the unintended outcome to the normative status of the action), we first explicitly asked them about the intentional structure of the immoral action. Only after the correct(ed) answer, we then asked them for their normative evaluation of that action. Results revealed that after this priming, even the 5-year-olds considered the agent's false belief in their normative judgments. In fact, their degree of intent-based judgments in these situations mirrored their degree of intent-based judgments for accidental mistakes. This pattern indicates that children are generally able to perform the second reasoning step as well as the combination of the two when explicitly guided through the reasoning step.

In combination, the results of the two experiments thus support the idea that the mental state asymmetry that became apparent in the literature and was explicitly found in the first study, mainly reflects children's difficulty to spontaneously process the two inferences of belief-based judgments together. As children's belief-based judgments could easily be enhanced when the reasoning chain was split into its components, the asymmetry seems to result from external performance factors rather than children's moral reasoning capacities.

6 | GENERAL DISCUSSION

How do children form normative judgments in terms of the why something went wrong and the what went wrong? The present set of studies investigated this question concerning two crucial factors: the type of the agent's underlying mental state (i.e., belief versus intention) and the type of norm transgressed (i.e., moral versus conventional norm).

Concerning the type of mental state, we found the predicted asymmetry in the sense that children (but not adults) made stronger intent-based judgments for accidental than for false-belief-based mistakes (Study 1). The two follow up studies highlighted inferential complexity as the most promising candidate to explain (away) children's relative difficulty with including false beliefs. Even 5-year-olds were able to infer that a false belief leads to an unintended outcome (Study 2a). And most importantly, after being primed for this intentional structure of a false-belief-based action, the asymmetry disappeared (Study 2b). Concerning the type of norm transgressed we also found the second predicted asymmetry in the form that both
children and adults made more intent-based judgments for moral than for conventional norms (Study 1).

6.1 | The mental state asymmetry

The general asymmetry in children’s consideration of intentions versus false beliefs in their normative evaluations nicely fits with and complements previous findings on the development of intent-based normative judgments (Killen et al., 2011; Nobes et al., 2009; Yuill & Perner, 1988). By exploring the cognitive foundation of this asymmetry, the insights from the current set of studies, however, go one important step further: the seemingly consecutive development—younger children first consider only the intentionality of the action while only older children also consider the agent’s false belief—most probably is not a product of moral development per se. Rather it seems to be a byproduct of their general socio-cognitive development: even younger children’s intent-based judgments could easily be increased after reducing the inferential complexity of the two step reasoning process (false belief → unintended outcome → normative status).

So, what are the external factors that potentially limit children’s execution of spontaneous belief-based judgments? What competence do they acquire later on that helps them to form belief-based judgments spontaneously? From the current study, we cannot tell. Interestingly, however, from a theoretical perspective, the inferential complexity idea proposed here is much in line with several performance factor accounts of the development of moral reasoning. Such accounts assume that moral reasoning competence develops earlier than traditionally suggested, yet initially remains masked by performance factors such as a fragile working memory, limited executive functions or a restricted theory of mind (e.g., Chandler, Sokol, & Hallett, 2001; Killen et al., 2011; Margoni & Surian, 2016; Zelazo et al., 1996). But more specifically, how can these proposed external performance factors relate to the mental state asymmetry?

First, working memory capacities might directly influence the execution of the two step reasoning process: to include the agent’s false belief in a normative judgment the child has to operate the first execution of the two step reasoning process: to include the agent’s performance factors relate to the mental state asymmetry?

6.2 | The asymmetry between normative evaluation of conventional vs. moral norm transgressions

While inferential complexity is an obvious and plausible candidate for explaining the asymmetry in belief-based and intention-based normative judgment, much less is currently known concerning the cognitive foundations of the asymmetry between intent-based judgments of moral versus conventional transgressions. From the current literature, two speculative possibilities emerge. First, as proposed in the introduction the asymmetry may be grounded in the different reactive attitudes elicited by transgressions of the two types of norms (Nichols, 2002, 2007). Moral norm transgressions (say, breaking someone’s cup on purpose) call for reactive attitudes such as guilt and blame. And for the corresponding assessments of agents as guilty and acts as blameworthy, the agent’s motivational set, her beliefs, desires, and intentions come into focus (“Did she know this was my cup? Did she break it knowingly and intentionally?”). Conventional norm violations (as putting green fish in the bowl for red fish), in contrast, rarely invoke such reactive attitudes and thus critique usually does not involve blame. Rather, the focus shifts away from the agent’s motivational set and towards the outcome of the action. The consequence is mainly a behavior-based evaluation: was the outcome correct or incorrect (“No, there should only be red fish in this bowl!”). It is true this reactive attitude possibility was not directly tested here. But in light of recent findings on children’s different emotional reactions for moral versus conventional norms (see Hardecker et al.,...
2016), it does seem at least plausible that similar reactions were invoked by the present conventional versus moral norm violation scenarios.

A second possibility is that the source of the moral-conventional asymmetry lies in the differential rule-dependency of conventional versus moral norms (as proposed by Giffin & Lombrozo, 2016; Turiel, 1983). The basic idea is this: moral norms are thought to be rule independent. That is, moral transgressions are seen wrong independently of whether or not a given rule applies in the context in question. Therefore, the sole and crucial basis for evaluating such a transgression is the will of the agent. Was the transgression intentional or unintentional? Conventional norms, in contrast, are thought to be rule dependent. A given action is not wrong in and of itself but wrong only relative to a rule prohibiting the behavior in question (Turiel, 1983). Thus, when evaluating conventional violations, there are two important sources of information: first, whether a given rule applied or not; and second whether the action was intentional. As a consequence, since the will of the agent is not conclusive, information about the mental states of the agent fades more into the background.

From the present design, we cannot tell which (if any) of the two possibilities applies. Crucially, the moral/conventional contrast used in the present study equally applied to both explanations: our cases equivalently differed both on the dimension of the reactive attitudes as well as on the dimension of rule dependency. However, this does not apply to all cases of moral and conventional norms. Moral norms can be rule-governed and conventional norms can have harm implications that might elicit similar reactive attitudes as moral norms (e.g., dress code at a funeral). Future research is needed that extends the present findings to these less clear-cut cases of social norms (see, e.g., disgust norms, Nichols, 2002). Such research would then help to disentangle the two options (and in fact, it might turn out that they are actually complementary rather than strictly incompatible) and to pinpoint whether the specific contrast used here generalizes to moral-conventional contrasts more broadly.

### 6.3 | Other factors influencing intent-based judgments/limitations of the present studies

In the present set of studies, we focused on two factors influencing intent-based normative judgments: the type of the agent’s mental state and the kind of norm transgressed. However, the list of potential influences is certainly much longer so that our focus on the two might have led to the neglect of others. We want to highlight two additional factors here: the type of judgment to be made and negligence.

Concerning the type of judgment to be made, Cushman et al. (2013) already showed that, like adults, children focus more on the underlying mental state when asked for the wrongness of the action than for punishment judgments. Concerning negligence, previous work has shown that already 3-year-olds are sensitive to the carefulness with which an action has been performed (Nobes et al., 2009). In the stories used in the present studies, we did not explicitly state that the unintentional transgressor acted carefully, so we cannot completely rule out that children found the characters to be negligent. However, it seems unlikely that such an impression can explain the present asymmetries. First, there was no indicators that children thought the false belief agent were more negligent than the accidental one. Second, even if that was the case, it seems unlikely that this impression was eliminated by the question about the intentional structure of the action in Study 2b, where children did not differentiate between accidental and false-belief-based mistakes anymore. Future research is necessary to see how these factors interact with the two factors under investigation in the present set of studies.

### 7 | CONCLUSION

The present set of studies documented two asymmetries in children’s intent-based normative judgments. First, children’s judgments— in contrast to adults’—are influenced by the kind of unintentional transgression: 5- and 7-year-olds made more intent-based judgments for accidents than for false-belief-based mistakes. However, this asymmetry seems to be mainly reducible to external performance factors, such as the inferential complexity of reasoning lines. Second, from age five, children, like adults, seem to share the intuition that the underlying intentional structure of an action matters more for moral than for socio-conventional norm violations. Future research will need to explore more systematically the cognitive foundations as well as early origins of these asymmetries.
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### ENDNOTES

1See General Discussion section for further discussion on how the prototypical contrasts might (not) generalize to moral-conventional contrasts more broadly.

2The additional data and analyses concerning children’s Theory of Mind understanding can be found in the supplementary material.

3The additional data and analyses concerning children’s Theory of Mind understanding can be found in the supplementary material (see Table S2).
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APPENDIX

Moral Flower Story

Main story

These are grandma's beautiful flowers. Grandma really loves her flowers and she will be really sad if they die. Next to the flowers is the fertilizer for the flowers. Do you know what a fertilizer is? (explained if necessary) As the flowers are yellow, they always need to get the yellow fertilizer. When they get the blue fertilizer they will die and Grandma will be really sad. Now, can you show me the boxes that can be used for the flowers?

Intended Outcome Transgressor

This is Lisa. Lisa says: "I want to fertilize Grandma’s flowers with the yellow fertilizer." Lisa goes to the shelf, takes the blue fertilizer in the blue box and pours the fertilizer on the flowers. Look, Grandma’s beautiful flowers died.

Unintentional Action Transgressor

This is Kathrin. Kathrin says: "I want to fertilize Grandma’s flowers with the yellow fertilizer." Kathrin goes to the shelf. Look, on the way to the shelf she trips and bumps against the shelf. In doing so the box with the blue fertilizer falls down, directly on Grandma’s flowers. Look, Grandma’s beautiful flowers died.

False Belief Transgressor

Look at this yellow box of fertilizer. I have to tell you something about it. It looks as if there was yellow fertilizer in it. However, there is blue fertilizer in it. But one cannot see that. It looks as if there was yellow fertilizer in it. This is Maja. Maja says: "I want to fertilize Grandma’s flowers with the yellow fertilizer." Maja goes to the shelf and takes the yellow box. Maja does not know that it contains blue fertilizer. She thinks there is yellow fertilizer in there. Maja takes the box and pours the fertilizer on the flowers. Look, Grandma’s beautiful flowers died.

Moral Cupcake Story

Main story

This is Caro. And here is Caro’s delicious cupcake. Caro made it all by herself and she is so excited to eat it later.

Intended Outcome Transgressor

This is Simon. Simon says: "I now want to eat Caro’s cupcake." Simon goes to the table, takes the cupcake and eats it up. Now Caro’s cupcake is gone.

Unintentional Action Transgressor

This is Tim. Tim says: "I want to put Caro’s cupcake in the shelf, so it does not get broken." Tim takes the cupcake and walks to the shelf. Look, on the way to the shelf he trips and the cupcake falls on the ground. Now Caro’s cupcake is broken.

False Belief Transgressor

Caro puts her cupcake in this brown paper bag, because she wants to take it to her friend later where she wants to eat it. She tightly closes the paper bag so that one cannot see that the cupcake is in there. This is Moritz. Moritz wants to help his Mum tidying up. He does not...
know that the cupcake is in the paper bag. He thinks there is garbage in the bag. He says: "Look, here is the paper bag with the garbage. I want to throw the garbage in the garbage can." He goes to the table, takes the bag and throws it in the garbage can. Now Caro’s cupcake is gone.

Conventional Picture Story

Main story

On this table, there is the picture of an elephant. And here are many different cans with painting colors. For the picture there is a rule. The rule goes like this: It is only allowed to paint the elephant in blue. Can you show me the cans of colors that are allowed to be used for the picture?

Intended Outcome Transgressor

This is Lena. Lena says: "I now want to paint the elephant in green." She goes to the table, takes a can with green paint and puts the paint on the picture. Now the elephant is green.

Unintentional Action Transgressor

This is Jenny. Jenny says: "I now want to paint the elephant in blue." Jenny goes to the table. Look, on her way to the table she trips and bumps against the table. In doing so a can with green color tilts over, directly on the elephant. Now the elephant is green.

False Belief Transgressor

Look at this blue can of painting colors. It looks as if there was blue paint in it. However, there is green paint in it. But one cannot see that. It looks as if there was blue paint in it. This is Melanie. Melanie says: "I now want to paint the elephant in blue." Melanie goes to the table and takes the blue can. Melanie does not know that it contains green paint. She thinks there is blue paint in it. She takes the can and puts the paint on the picture. Now the elephant is green.

Conventional Aquarium Story

Main story

Here is an aquarium. On the shelf next to the aquarium are lots of boxes with fish. For the aquarium there is a rule. The rule goes like this: It is only allowed to put red fish in the aquarium. Can you show the boxes with fish that are allowed to be put in the aquarium?

Intended Outcome Transgressor

This is Max. Max says: "I now want to put green fish in the aquarium." Max goes to the shelf, takes a green box with green fish and dumps them in the aquarium. Now there are green fish in the aquarium.

Unintentional Action Transgressor

This is Peter. Peter says: "I now want to put red fish in the aquarium." Peter goes to the shelf. Look, on the way to the shelf he trips and bumps against the shelf. In doing so a box with green fish falls down, directly into the aquarium. Now there are green fish in the aquarium.

False Belief Transgressor

Look at this red box. It looks as if there were red fish in there. However, there are green fish in it. But one can’t see that. It looks as if there were red fish in there. This is Leo. Leo says: "I now want to put red fish in the aquarium." Leo goes to the shelf and takes the red box. Leo does not know that it contains green fish. He thinks that there are red fish in there. He takes the box and dumps it in the aquarium. Now there are green fish in the aquarium.